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A POSTERIORI ERROR ESTIMATE FOR STABILIZED FINITE
ELEMENT METHODS FOR THE STOKES EQUATIONS

JUNPING WANG, YANQIU WANG, AND XIU YE

Abstract. Computation with adaptive grid refinement has proved to be a
useful and efficient tool in scientific computing over the last several decades.
The key behind this technique is the design of a good a posterior error esti-
mator that provides a guidance on how and where grids should be refined. In
this paper, the authors propose and analyze a posteriori error estimator for a
stabilized finite element method in computational fluid dynamics. The main
contributions of the paper are: (1) an efficient a posteriori error estimator is
designed and analyzed for a general stabilized finite element method, (2) a rig-
orous mathematical analysis is established for a theoretical justification of its
efficiency and generality to other applications, and (3) some computational re-
sults with a comparison with other methods are presented for a computational

justification of the proposed a posteriori error estimator.
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1. Introduction

Computation with adaptive grid refinement has proved to be a useful and efficient
tool in scientific computing over the last several decades. The key behind this
technique is the design of a good posteriori error estimator that provides a guidance
on how and where grids should be refined. The goal of this manuscript is to propose
and analyze a posteriori error estimator for a stabilized finite element method in
computational fluid dynamics.

As was well-known in the analysis and employment of finite element methods in
solving the Navier-Stokes equations, the inf-sup condition [3] has played an impor-
tant role because it ensures a stability and accuracy of the underlying numerical
schemes. A pair of finite element spaces that are used to approximate the velocity
and the pressure unknowns are said to be stable if they satisfy the inf-sup condi-
tion. Intuitively speaking, the inf-sup condition is a measure that enforces a certain
correlation between two finite element spaces so that they both have the required
properties when employed for approximating the Navier-Stokes equations. It is well
known that the two simplest elements P; /Py (i.e., linear/constant) on triangle and
Q1/ Py (i.e., bilinear/constant) on quadrilateral do not satisfy the inf-sup condition.
Furthermore, they are known to be not stable, and therefore can not be trusted
when employed in practical computation. In contrast, most known stable elements
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do not seem to be natural because their construction involves non-standard func-
tions or polynomials which are not commonly used/implemented in popular engi-
neering code packages. To eliminate the constraint of the inf-sup condition so that
natural finite element spaces can be used, several stabilized finite element methods
have been developed for the Stokes equations in the last two decades [12, 4, 13, §].
These methods are gaining more and more popularity in computational fluid dy-
namics, and this paper is focused on a further study of them.

For simplicity, the study shall be conducted for the incompressible Stokes equa-
tion for which the stabilized method as proposed in [8] is employed. The main
contributions of this paper are: (1) an efficient a posteriori error estimator is de-
signed and analyzed for the said stabilized finite element method, (2) a rigorous
mathematical analysis is established for a theoretical justification of its efficiency
and generality to other model equations, and (3) some computational results with
a comparison with other methods are presented for a computational justification of
the proposed a priori error estimator.

It should be pointed out that a posteriori error estimators for the P; / Py stabilized
finite element methods have been studied by Kay and Silvester [14]. The error
estimators as proposed in [14] are of residual type which is strongly related to the
a priori error estimator to be presented in this paper. However, the result of this
paper applies to finite elements of arbitrary order, and the grid refinement strategies
are different from that of [14].

The research of one of the authors was heavily influenced by his connection
with Dr. Richard Ewing, particularly in the area of fluid dynamics and grid local
refinement techniques for finite element methods. In fact, the first time when
this author learnt “grid local refinement” was through a lecture presented by Dr.
Ewing in 1987 at the Institute of Mathematics and Its Applications, University of
Minnesota. Dr. Ewing had been a long time advocator for promoting the use and
research of grid local refinements in scientific computing. This paper was written
in the memory of Dr. Ewing for his scientific stimulation and vision in the research
of computational mathematics.

The paper is organized as follows. In Section 2, we review some notations and
outline a stabilized finite element formulation for the Stokes equations. In Section
3, a posteriori error estimator is given and a theoretical justification for its relia-
bility and efficiency is established. Finally in Section 4, we present some numerical
experiments for three test problems with two different refinement strategies.

2. Preliminaries and the stabilized finite element method

For simplicity, we consider the homogeneous Dirichlet boundary value problem
for the Stokes equations. This model problem seeks unknown functions u € H*(Q)?
and p € L?(Q) satisfying

(1) —vAu+Vp = f inQ,
(2) V-u = 0 inQ,
(3) u = 0 ondQ,

where 2 is an open bounded domain in the Euclidean space R%(d = 2,3) with a Lip-
schitz continuous boundary 9€); f is a given function in H~1(Q)%; A, V, and V- de-
note the Laplacian, gradient, and divergence operators respectively; v > 0 is a given
constant representing the viscosity of the fluid. The given function/distribution
f = f(z) is the unit external volumetric force acting on the fluid at = € Q. Without
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loss of generality, we assume that v = 1, d = 2, and € is polygonal in the rest of
the paper.

The above description of the Stokes problem has assumed the standard notation
for the Sobolev spaces H*(2) which is the collection of distributions whose weak
derivatives of order up to s are square integrable functions over the domain ).
Denote by (-,-)s the inner product associated with H*(2), with a norm notation
[I|ls, and semi-norm notation |-|s for non-negative integers s > 0. The Sobolev space
H(Q) coincides with the space of square integrable functions L?(Q2), in which case
the norm and inner product are denoted by || -|| and (-, -), respectively. In addition,
denote by L2(f) the subspace of L?(f2) consisting of all the functions in L?(£2)
with vanishing mean value, and H}(Q2) stands for the closed subspace of H'(£2)
with vanishing boundary values on €. In general, ||¢||p denotes the L? norm of
¢ € L?(D) for any domain D.

Let Vi, C [H} (Q)]2 and W), C L2(Q) be two finite element spaces consisting of
piecewise polynomials for the velocity and pressure unknowns, respectively, associ-
ated with a prescribed finite element partition 7,. Let &, be the set of all edges
in 7, and 52 = E\ON. Let e € 82 be an interior edge shared by two elements T
and T in T,. We denote by [g] the jump of ¢ on e:

4] = 47, — qlr,

where g|r, is the trace of ¢ on e as seen from the element T; for ¢ = 1, 2. It should
be pointed out that interchanging the role of 77 and 75 in the jump definition will
have no effect on the finite element scheme to be described shortly in this section.

Let 8 and 7y be two parameters to be determined later and 7 = +1. Define a
bilinear form as follows:

(I)(W7 v, Q) - (VW7 VV) — (V -V, 'r) — (V -W, q)
— 7Y B(Vr— Aw, Vg - rAv)r = 8 Y he(lr],[a))..
TETh eel’y

where (p, q)e = [, pqds is the L*-inner product in L?(e). The corresponding stabi-
lized finite element formulation for the Stokes equations seeks (up;pr) € Vi, x W,
such that for all (v;q) € Vj, x W),

(4) q)(uh;ph; v, Q) = (fa v) =7 Z h%(fa ' TAV)T'
TETh

It is not hard to see that the exact solution (u;p) of the Stokes equations also
satisfies (4) for any values of 8 and v. Thus, the following error equation is easy to
verify:

(5) S(u—wp,p—priv,q) =0, VeV, VgeW,
If ¢ = 0, the above error equation becomes

(6) (Ve,Vv) — (V- -v,e) +v Z h% (Ve — Ae, 7TAv)r =0, Yv eV,
T€7—h

where e =u —uy and € = p — py,.

Observe that the bilinear form ®(+; -) is symmetric for 7 = 1, and is nonsymmetric
for 7 = —1. It was proved that the symmetric formulation is conditionally stable
with respect to the positive parameter values of v and 8 where 8 could assume
arbitrary values. The nonsymmetric scheme is absolutely stable with respect to
positive parameter values of v and . Details can be found in [8, 15].
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Define a norm in V;, x W by

v )P = I1VvI® + Y- hzlIValF + D he(ldl, a)e-

TETh e€&y

We have the following a priori error estimation [15]:

Theorem 1. Let (uy; pp) € Vi x Wy, and (u; p) € (H*H(Q)NHE(Q))? x HF(Q)N
L3(S2) be the solutions of (4) and (1)-(3) respectively. Then there exists a constant
C independent of h such that

(7) (= wnip = pu)l < CR*(ullisr + [Ipllk)-

3. A posteriori error estimates

Let e be an interior edge shared by two elements 77 and 75 in 7Ty, and let n;
and ny be unit normal vectors on e pointing outward to 77 and T5, respectively.
We define

[Vu, —prl], = (Vu, — pul)|or, - 01 + (Vu, — prl)|or, - no.

We are now in a position to describe a posteriori error estimator for the stabilized
finite element formulation of the Stokes equations. Let I be the 2 x 2 identity matrix
and let

_ . o
J(Vuy, —ppl) = { gVuh prl], if ec &)

otherwise.
We define a global error estimator by
=Y 0,
T€7—h
with
1
Beo= BRI A= Vg IV wilf by S [ I (Vw, — pud)ds
ecdT V€

3.1. Reliability of the estimator. It is easy to see that there exists a constant
C such that for any function g € H'(K)

(8) lgllz < € (hi gl + Rl Vall%) -

Lemma 1. Let (u;p) and (up;pr) be the solutions of (1)-(2) and (4). Then we
have

9) Ip = pull? < C(* + || Vel?).

Proof. Let v € H}(Q)? and v; € Vj, be the Clement interpolation of v as described
in [6] by using local averaging techniques around each interior nodal point. Using
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integration by parts, equations (6), (8) and the inverse inequality, we obtain

(V-v, €
= (v'(val)a €)+(V'Vla 6)

= (V-(v—=vy), €)+(Ve, Vvy)+7 Z h2 (Ve — Ae, —Avy)r
TeTh
= (V- (v—=vy), )= (Ve, V(v—vy))+ (Ve, Vv)

+v Z R (f + Auy, — Vpp, —Avy)r

TeTh
= = > (f+Auy—Vpn, v-vi)r+ 3 / (Vup, — ppl) - n(v — vy)ds
TET TeT, * T
+v Z h3(f + Awy, — Vpi, —Avy)r + (Ve, Vv)7,
TeTh
1/2
< Clv| ( > hE[If+ Ay, — vph|%>
TeTh
1/2
+ | D helllVun —pulZ]  +1[Vell
ec&y
Next, it follows from the inf-sup condition that
V-v,p—p
(10) lp-pll<C sup VPP
vEH](Q)? [vli

Thus, we come up with the following estimate

lp = pull < Cln+[[Vel)).

This completes the proof of the lemma. (I

Theorem 2. Let (u;p) and (up;pp) be the solutions of (1)-(2) and (4). Then we
have the following global reliability bounds:

(11) [V(u—u)| < Cn
and
(12) Ilp —pull < Cn.

Proof. Let e; € Vj, be either the nodal value interpolation or the Clement inter-
polation of e. Using integration by parts, equations (6), (8), the inverse inequality
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and Lemma 1, we have
(Ve, Ve) = (Ve, Ve — Vey) + (Ve, Ver)

= (Ve, Ve—Ver)+(V-es, €)= > h7(Ve— Ae,~Aej)r
TeTh
= (Ve, Ve—Ver)—(V-(e—eg), )+ (V-e, €

—y Y h3(f+ Auy — Vpu, —Aep)r

TETh
= Z (f + Aup, — Vpy, e —er)r — Z / (Vuy, —prl) -n(e — er)ds
TETh TeT, 0T
—(V-un, €) =7 Y hi(Ve— Ae,—Aey)r
TeTh
1/2 1/2

< 0|e|1<(2 h%|f+Auh—Vph|%) +(Z he|[[Vuh—phf11|z)

TETh ecoT

+IV - uy| (n+IIVeI)>

2 1 2

< On+5lVel”.

It follows that (11) holds true. The estimate (12) is a combined result of (11)
and (9) of Lemma 1. This completes the proof. O

3.2. Efficiency of the estimator. For each triangle T' € 7, denote by ¢ the
following bubble function

27 )\1)\2)\3 n T,
o1 = .
0 in Q\T,

where \;, i = 1,2,3 are barycentric coordinates on T. Needless to say, the finite
element partition 7 is assumed to contain triangular elements only in this part of
the analysis. But we would like to point out that the analysis can be extended to
quadrilateral elements without any difficulty. It is not hard to see that ¢ € HJ (£2)
and satisfies the following properties [21]:

e For any polynomial ¢ with degree at most m, there exist positive constants
¢m and Cyy,, depending only on m, such that

(13) emllgl3 < / Pér do < a2,
T

(14) IV(gér)llr < Crmhz'llg]lr-

For each e € &), we can analogously define an edge bubble function ¢.. Let T}
and T5 be two triangles sharing the edge e. To this end, denote by we = T1 U T3
the union of the elements T} and T5. Assume that in T;, ¢ = 1,2, the barycentric
coordinates associated with the two ends of e are )\IT"' and )\QT", respectively. The
edge bubble function can be defined as follows

ANTATY in T,
pe = ANAT2 i Ty,
0 in Q\we.
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It is obvious that ¢, € H () and satisfies the following properties [21]:

e For any polynomial ¢ with degree at most m, there exist positive constants
dm, Dy, and E,,, depending only on m, such that

(15) dllal? < / Poeds < ||
(16) 19(@60)llon. < D> 2[g]le
(a7) labello. < Enh2|lqll.

For every T € Ty, let fp be the mean value of f on T. We have the following
efficiency bounds.

Theorem 3. Under the same assumption as Theorem 2, there exists a generic
constant C' > 0 such that

(18)[lfr + Aun — Vpnl|r

(19) A2 [Vup —prd]|c
(20) IV - uplr

CIV(u—=un)lz + Ip = pullz + RlIf = fr(l7),
Clf = frllw. + V(2 —un)llw. + 2 = prlle.),
Clive|r.

IN A IA

Consequently, there is a constant C such that
(21) e <|V<u —w)[* + llp = pal® + Y hEIIE - le%> :
T

Proof. Let wp = (fr + Auy, — Vpp)or(x). Then we have
(£, wr)r = (Vu, Vwr)r — (V- wr, p)r.

Adding and subtracting (f7, wr)r, (Vup, Vwr)r and (V- wp, pp)r to the above
equation and using integration by parts yields the following

(f —fr, wp)r + (fr + Auy, — Vi, wr)r = (Ve, Vwr)r — (V- wr, € )p.

The properties of the bubble function ¢r(z) implies

7 + Aup — Vpu7 < C(h1(||Ve|T + llell)llfr + Aw, — Vpr||r

E— el + Au, me).

Thus, it follows from the above estimate and the triangle inequality that
(22) hlifr + Aay, — Vppllr < C([Vellr + [lellz + hl[f — f2[l7),

which verifies the inequality (18).
To establish (19), we set w, = [Vup, — ppl]de(z). Using integration by parts,
we have

(Vun, VWe)w, = — Y (Aup,we)r+ Y (Vu, - n, we)or

TEwe TEwe

- Z (Aup, we)r + / [Vug] - weds,

TEwe

(23)
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and
(V * We, ph)UJe = - Z (Vph,We)T + Z (phn; We)BT
Tewe TEwe
(24) = - Z (vphawe)T + / [[ph-[]] . WedS.
Tew. €

Testing (1) by w, over w,. and using integration by parts gives
(25) (f, We)w, = (Vu, VW), — (V- we, D). -

Subtracting (24) from (23), using the property of the bubble function ¢.(z) and
the identity (25), we arrive at

|| [[Vuh - phf]] ||§,

< C Z ((Auh - Vpn, We)T + (vuhv VVV@)T - (V * We, ph)T)
TEwe
< O3 ((F—fr, wor + (B + Awy = Vpu, wo)r
TEwe
—(Ve,Vwe)r + (6, V ~we)T)
< Cl[Vu, - phf]]He(hl/Qllf — 1w, + h?|[fr + Auy — Vpi |,
+h7 | Ve, + R el )
Consequently,
(26) W2 [Van = pul]lle < C(R|If = frllw, + [ Vellw, + [l€]lw.)-

Finally, we define ¢r = V - upér(z) and test (2) by gr over T € T, to obtain
(V - u, qT)T =0.
Therefore,
(V-upn, gr)r = (V- (up —n), q7)7.
Using the properties of the bubble function ¢r(z), we have

IV - unllr < Cf[Vellz.
This completes the proof of (20). O

4. Numerical results

This section shall report some computational results for the error estimator when
a nonsymmetric formulation is used with the stabilized P»/P; element. The re-
sulting linear system from this discretization is solved by using the BiConjugate
Gradient (BICG) method with a relative residual of 1078 as the stopping criteria.

4.1. Test problems. Three test problems are considered in this numerical inves-
tigation; all are defined on the unit square domain 2 = (0,1) x (0,1). Two of them
have exact solutions given as:

. _(—22%y(z = 1?2y — D)(y — 1)
Test problem 1: u= ( xy2(g/230 —1)(z —yl)(y ig1)2 ) ’
4

p = sin(rx) sin(my) — —;,
i
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and

%ﬁ(cos%cos%)) V.

5 o a0y | p=—6r cos§.
3Vr(3sin§ —sin3f)

Observe that the test problem 2 has a corner singularity of order 0.5 at the origin
(0,0). The third problem is the 2D lid driven cavity problem, which describes the
flow in a rectangular container driven by the uniform motion of the top lid [19].
Due to the discontinuity of the velocity boundary condition at two top corners,
the exact solution (u; p) of the Stokes equation does not belong to (H')? x L2
if there is any in the sense of distribution. Indeed, the usual weak formulation
does not make sense for this problem because of the said singularity. However,
the discrete problem is still well-posed and provides a certain approximation to the
actual solution. In two dimensional case, the discontinuous boundary condition
also results in corner singularities at the two top corners.

Test problem 2: u= <

4.2. On uniform meshes. In this experiment, we solve test problems 1 and 2
on uniform meshes and analyze the asymptotic order of the error estimator 7. The
coarest mesh is generated by dividing € into 4 x 4 sub-rectangles, and then dividing
each sub-rectangle into four triangles by connecting its two diagonal lines. We then
apply the usual uniform refinement procedure, which divides each triangle into four
sub-triangles by connecting the center of its three edges, to get several levels of fine
meshes.

For test problem 1, we know that in theory n = O(h?). For test problem 2, the
order of 7 is expected to be O(h%?). Numerical results for these two test problems
are reported in tables 1 and 2. In these tables, |[u—up||c is defined as the maximum
norm error measured on all P, nodes, that is, all vertices of 7, and the center of
all edges in &,. Similarly, ||p — pr|lo is the maximum norm error measured for the
pressure on all nonconforming P; nodes, that is, vertices of all triangles in 7;. For
test problem 2, the error for the pressure approximation is not calculated since the
pressure goes to infinity at the singular point (0, 0).

From Table 1, it seems that the value of 8 does not affect the asymptotic order
for n, while v needs to be small. The theoretical results stated that v and £ can
be arbitrary positive numbers, for the nonsymmetric formulation was employed in
the numerical discretization. However, we suspect that a larger value of v may
cause the linear system to be unexpectedly ill-conditioned, for which the iterative
solver may have trouble to handle without using a good preconditioner. This might
explain the deterioration of convergence rates observed for large «v. The numerical
results with v = 0.01 and 8 = 1 are in good agreement with theoretical predictions.
This motivated the use of v = 0.01 and $ = 1 in our numerical experiments for test
problem 2 as illustrated in Table 2.

4.3. Adaptive local refinements. We also tested some adaptive local refinement
strategies for test problems 2 and 3, which have corner singularities. Two different
refinement strategies are considered in this study. The first one is based on a
comparison of each error 7 with the maximum value of all the error estimators.
The strategy can be described as follows:

Local Refinement by “Maximum Strategy”:
(1) Given a current triangular mesh, error indicators ny on each triangle, and
a threshold 6 € (0,1) (eg., # = 0.5). One computes the maximum error

Nmazr = MaXNT.
(2) For each triangle T, if ny > 0 1y, mark this triangle for refinement.
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TABLE 1. Convergence behavior for test problem 1 on n X n uni-
form triangular meshes.

L 2 [ n [V —w)] [llu—unlle [lIp—pall | I — pall |
1/4 [517e-02| 8.74e-03 3.31e-04 | 1.21e-02 | 6.21e-02
1/8 [ 416002 2.57¢-03 7.646-05_| 7.36e-03 | 5.73¢-02

g i 8 1/16 | 3.27e-02 8.96e-04 2.50e-05 5.91e-03 | 5.02e-02
- 1/32 | 2.67e-02 3.73e-04 8.93e-06 4.82¢-03 | 3.29e-02
k in
O(h*) 0.3213 1.5175 1.7257 0.4322 0.2940
1/4 3.34e-02 1.47e-02 1.24e-03 1.43e-02 7.44e-02

1 1/8 | 1.22e-02 5.00e-03 1.91e-04 | 3.62e-03 | 2.10e-02
U 1/16 | 3.07e-03 1.18e-03 2.81e-05 | 7.80e-04 | 5.45e-03

A =100 1/32 | 7.26e-04 2.45e-04 3.72e-06 1.83e-04 | 1.37e-03
k in

O(h*) 1.8564 1.9797 2.7938 2.1072 1.9229

1/4 | 3.21e-02 1.05e-02 4.24e-04 1.29¢-02 | 7.53e-02

1 1/8 | 1.28e-02 2.37e-03 4.91e-05 2.93e-03 | 1.92e-02
L 1/16 | 3.42e-03 5.69e-04 8.32e-06 7.14e-04 | 5.20e-03

_10-6
=10 1/32 | 1.19e-03 3.40e-04 1.48e-05 3.98e-04 | 7.36e-03
k in
O(hk) 1.6148 1.6906 1.7081 1.7101 1.1951
1/4 | 2.71e-02 9.81e-03 4.80e-04 1.12e-02 | 6.29¢-02
0.01 1/8 19.01e-03 2.39¢-03 5.54e-05 2.86e-03 | 1.47e-02
76__ '1 1/16 | 2.42e-03 5.73e-04 5.66e-06 7.15e-04 | 3.67e-03
- 1/32 | 6.25e-04 1.39¢-04 7.26e-07 1.78e-04 | 9.16e-04
k in
O(hk) 1.8211 2.0466 3.1398 1.9932 2.0310

TABLE 2. Convergence behavior for test problem 2 on n X n uni-
form triangular meshes, with v = 0.01 and 8 = 1.

D dofs | IV — )l | Ju—unlw
1/1 182 | 2.2560 | 0.8599 0.0897
1/8 1858 | 1.4783 0.6066 0.0695
1/16 7208 | 1.0208 0.4281 0.0492
1/32 28930 | 0.7223 0.3027 0.0348

AOS“Z;;') ’O]jd:er -1.9696 | 0.5463 0.5021 0.4594

(3) The actual refinement is done by the newest node bisection method as
explained in [16, 18]. It has been proved that this method will not cause
mesh degeneration. The only requirement is that the “newest nodes” for
the coarest mesh must be assigned carefully such that every triangle is
compatibly divisible. This can be easily checked.

The second refinement strategy is based on a comparison of ny with those for its
neighbors. To explain the main idea, let p > 0 be a prescribed distance parameter



A POSTERIORI ERROR ESTIMATE FOR STOKES EQUATIONS 11

TABLE 3. Convergence behavior for test problem 2 using adaptive
mesh refinements, with v = 0.01 and g = 1.

| Strategy | Refinement times | dofs | 7 [[[V(u— )| | Ju—unl ]
0 482 | 2.2560 0.8599 0.0897
Maximum 8 638 | 0.8705 0.3240 0.0225
16 1143 | 0.3494 0.1238 0.0054
0 482 | 2.2560 0.8599 0.0897
Local 8 782 | 0.7309 0.2672 0.0224
16 1497 | 0.2502 0.1028 0.0065

FIGURE 1. Test problem 2, maximum strategy adaptive refine-
ment, with v = 0.01 and 5 = 1. Meshes after 0, 8, and 16 refine-
ments.

FIGURE 2. Test problem 2, local strategy adaptive refinement,
with v = 0.01 and 8 = 1. Meshes after 0, 8, and 16 refinements.

and set
Tor ={T: 0<|T-T| < p},

where ||T — T'|| stands for the distance of the centers of T and T. With a given
threshold 6 > 1, we mark a triangle T" for refinement if

nr > 0nn(r),
where 7y (7) is the average of the local error indicator on all the neighboring trian-

gles T € Ty 1.
The following is such a refinement strategy that was numerically investigated in
this study.

Local Refinement by “Local Strategy”:

(1) Given a current triangular mesh, error estimators 1 on each triangle, and
a threshold 6 > 1.0 (e.g., # = 1.5). One computes an error indicator nyr)
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FIGURE 3. Test problem 2, maximum strategy adaptive refine-
ment, with v = 0.01 and § = 1. Plot of 5, |V(u — u)| and
|lu — up oo, versus the degrees of freedom N.

T

- — — O(1N?
( *—n

O —©— H1 semi-norm |]

- < —4A— maximum norm

10 £ 1

10 °F 4

10°
N: degrees of freedom

FIGURE 4. Test problem 2, local strategy adaptive refinement,
with v = 0.01 and 8 = 1. Plot of i, ||[V(u—up)|| and ||[u — up|co,
versus the degrees of freedom N.

T
- — — O(1N?
10° L —*—n |
~ _ —©— H1 semi-norm
T~ —A— maximum norm
-1

107

107} 1
\

L

10°
N: degrees of freedom

as the average of the local error indicator on neighboring triangles that
share a vertex or an edge with T', not including T itself.
(2) For each triangle T, if nr > 0 ny(r), mark this triangle for refinement.
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(3) The actual refinement is again done by the newest node bisection method
[16, 18].

We first examine the case with v = 0.01 and 8 = 1. The residual estimator and
errors for test problem 2, using adaptive mesh refinements, are reported in Table
3. By comparing tables 2 and 3, one clearly sees the advantage of using adaptive
refinements. The corresponding meshes after 0, 8, and 16 refinements are drawn
in figures 1 and 2, which indicate that our residual estimator captures the corner
singularity correctly, under both refinement strategies. Furthermore, in figures 3
and 4, we examine the relation of 7, ||V(u—up)|| and [[u — up||e with the degrees
of freedom N during the process of the adaptive refinement. The plots start from
the coarest mesh and ends after 16 refinements.

For v = 1 and 8 = 100, similar results have been observed for test problem
2. As was conjectured earlier, the system becomes extremely ill-conditioned in the
refining process, and the error gets large after certain steps. However, the error
indicator still locates the corner singularity correctly. These results are reported in
Table 4, Figures 5, 6, 7, and 8.

Finally, we report the results of the adaptive refinements for the driven cavity
problem. Since the exact solution is not even in (H')? x L2, we expect that n
does not decrease when the mesh is refined. Our experiments show that the error
indicator 77 is able to locate both corner singularities for this problem. For v = 0.01
and B = 1, the meshes after 0, 8, and 16 refinements are plotted in figures 9 and
10.

TABLE 4. Convergence behavior for test problem 2 using adaptive
mesh refinements, with & = 1 and g = 100.

| Strategy | Refinement times | dofs | 7 [[[V(u—uy)| | Ju—unl |
0 482 | 2.2560 0.8599 0.0897
Maximum 8 806 | 0.6587 0.2749 0.0224
16 1140 | 0.2797 0.1161 0.0109
0 482 | 2.2560 0.8599 0.0897
Local 8 760 | 0.7676 0.3381 0.0316
16 1089 | 0.4403 0.1979 0.0206

FIGURE 5. Test problem 2, maximum strategy adaptive refine-
ment, with @« = 1 and 8 = 100. Meshes after 0, 8, and 16 refine-
ments.
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FIGURE 6. Test problem 2, local strategy adaptive refinement,
with « = 1 and g = 100. Meshes after 0, 8, and 16 refinements.

FIGURE 7. Test problem 2, maximum strategy adaptive refine-
ment, with a = 1 and § = 100. Plot of #, ||V(u — up)|| and
|[u — up||oo, versus the degrees of freedom N.

- - —oWN)
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