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Abstract. The optimal preconditioner and the superoptimal preconditioner were pro-

posed in 1988 and 1992 respectively. They have been studied widely since then. Re-

cently, Chen and Jin [6] extend the superoptimal preconditioner to a more general case

by using the Moore-Penrose inverse. In this paper, we further study some useful proper-

ties of the optimal and the generalized superoptimal preconditioners. Several existing

results are extended and new properties are developed.
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1. Introduction

Given a unitary matrix U ∈ Cn×n, let

M U ≡
�

U∗ΛnU | Λn is any n-by-n diagonal matrix
	

. (1.1)

The optimal preconditioner cU (An) is defined to be the minimizer of

min
Wn∈MU





An−Wn







F
.

This preconditioner was first proposed in [5] and then extended in [3, 12]. Due to be

very efficient for solving a large class of structured systems [2, 4, 13, 14], the optimal

preconditioner cU(An) has been studied deeply and widely. Many useful properties of

cU(An) have been found.

Besides using the minimizer of minWn





An−Wn







F
as a preconditioner, Tyrtyshnikov

[17] proposed another preconditioner tU (An), called superoptimal preconditioner, which

is defined to be the minimizer of

min
Wn

‖I −W−1
n An‖F ,
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where Wn runs over all nonsingular matrices in MU defined as in (1.1), I denotes the

identity matrix. Recent results demonstrate that the superoptimal preconditioner has good

filtering capabilities when applied in signal/image processing [8,9].

Very recently, the definition of the superoptimal preconditioner is generalized by Chen

and Jin [6] by using the Moore-Penrose inverse [1]. For any arbitrary matrix An, the

generalized superoptimal preconditioner tU (An) is defined to be the minimizer of

min
Wn∈MU

‖I −W †
n An‖F , (1.2)

where W †
n denotes the Moore-Penrose inverse of Wn. In [6], the authors give an explicit

formula for this generalized superoptimal preconditioner and discuss its stability proper-

ties.

In this paper, we further study the optimal preconditioner and the generalized superop-

timal preconditioner defined as in (1.2). The rest part of the paper is arranged as follows.

In Section 2, we extend some existing results and develop some new properties of cU(An).

In Section 3, the properties of tU(An) are discussed. The relation between the singular val-

ues of the optimal preconditioned matrix cU(An)
†An and the superoptimal preconditioned

matrix tU(An)
†An is given in Section 4. Here, cU(An)

† ≡ (cU(An))
† and tU(An)

† ≡ (tU(An))
†.

Our results generalize some results presented in [15,16].

2. The optimal preconditioner cU(An)

In this section, we discuss the properties of the optimal preconditioner cU(An). Let

δ(En) denote the diagonal matrix whose diagonal is equal to the diagonal of the matrix

En. We first introduce some lemmas and theorems which will be used later.

Lemma 2.1. (Lemma 3.5 in [14]; Theorem 1 in [16]) Let An ∈ C
n×n with n ≥ 1 and U be

any unitary matrix. Then

(i) cU(An)≡ U∗δ(UAnU∗)U which is uniquely determined by An.

(ii) cU(A
∗
n) = cU (An)

∗.

(iii) cU(BnAn) = BncU(An), cU (AnBn) = cU(An)Bn, for any Bn ∈MU .

Lemma 2.2. Let An ∈ C
n×n be partitioned as

An =

�

A11 A12

A21 A22

�

and Dn =

�

A11 0

0 A22

�

.

Then for any unitarily invariant norm ‖·‖, we have





Dn





 ≤




An





 .
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Proof. Let

Qn =

�

I 0

0 −I

�

.

Then we have from 2Dn = An+QnAnQn,

‖Dn‖ ≤ ‖An‖.

This completes the proof of the lemma. �

Theorem 2.1. (Corollary 3.5.9 in [11]) Let A, B ∈ Cm×n with m≥ n. Then for any unitarily

invariant norm ‖·‖ defined on Cm×n, we have

‖A‖ ≤ ‖B‖ (2.1a)

if and only if

‖A‖(k) ≤ ‖B‖(k) , k = 1, · · · , n, (2.1b)

where ‖A‖(k) ≡
∑n

j=kσ j(A) are called the Ky Fan k-norms, and σ1(A)≤ σ2(A)≤ · · · ≤ σn(A)

are the singular values of A.

Note that the Ky Fan k-norms are also unitarily invariant. We always assume that the

singular values are arranged in the non-decreasing order in this paper. The following two

lemmas are useful to study the properties of the optimal preconditioner cU(An).

Lemma 2.3. Let An ∈ C
n×n with n≥ 1. For any unitarily invariant norm ‖ · ‖, we have





δ(An)




≤




An





 . (2.2)

Proof. For any An ∈ C
n×n, there exists a permutation matrix P such that entries of the

main diagonal of Bn = (bi j)n×n = PAnP∗ satisfy

|b11| ≤ |b22| ≤ · · · ≤ |bnn|.

Moreover, for any unitarily invariant norm ‖ · ‖,




δ(Bn)




=




δ(PAnP∗)




=




Pδ(An)P
∗




=




δ(An)




 ,




Bn





=




PAnP∗




=




An





 .

Therefore, without loss of generality, we assume that An is a matrix with entries of the

main diagonal satisfying

|a11| ≤ |a22| ≤ · · · ≤ |ann|.

Obviously, |a11|, |a22|, · · · , |ann| are the singular values of δ(An). We partition the matrix An

as in the following form

An =

�

Ak,k Ak,n−k

An−k,k An−k,n−k

�

, 1≤ k ≤ n,
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where Ak,k is the k-by-k leading principal submatrix of An.

Next we prove this lemma by induction. When k = 2, it is easy to see by Lemma 2.2

that for any unitarily invariant norm ‖ · ‖,

‖δ(A2,2)‖ ≤ ‖A2,2‖.

Assume that for any unitarily invariant norm ‖ · ‖, the inequality ‖δ(Ak,k)‖ ≤ ‖Ak,k‖ holds

for a constant k with 2≤ k < n. We then have by Theorem 2.1,

k
∑

i=l

|aii| ≤
k
∑

i=l

σi(Ak,k), l = 1, · · · , k. (2.3)

For the case of k + 1, we partition the leading principal submatrix Ak+1,k+1 as in the fol-

lowing form

Ak+1,k+1 =

�

Ak,k αk

βk ak+1,k+1

�

,

where αk,β∗
k
∈ Ck. Let

Dk+1 =

�

Ak,k 0

0 ak+1,k+1

�

.

We have from Lemma 2.2,

‖Dk+1‖ ≤ ‖Ak+1,k+1‖,

for any unitarily invariant norm ‖·‖. Thus, the following inequalities hold by Theorem 2.1,

k+1
∑

i=l

σi(Dk+1)≤
k+1
∑

i=l

σi(Ak+1,k+1), l = 1, · · · , k+ 1. (2.4)

Note that σ1(Ak,k), σ2(Ak,k), · · · , σk(Ak,k) and |ak+1,k+1| are the singular values of Dk+1.

By (2.3) and (2.4), we obtain

|ak+1,k+1| ≤ σk+1(Dk+1)≤ σk+1(Ak+1,k+1), (2.5)

and

k+1
∑

i=l

|aii| ≤
k
∑

i=l

σi(Ak,k) + |ak+1,k+1|

≤
k+1
∑

i=l

σi(Dk+1)≤
k+1
∑

i=l

σi(Ak+1,k+1), l = 1, · · · , k. (2.6)

By Theorem 2.1 again, we have ‖δ(Ak+1,k+1)‖ ≤ ‖Ak+1,k+1‖ for any unitarily invariant

norm ‖ · ‖. Finally, we have (2.2) by using induction. �



Optimal Preconditioner and the Generalized Superoptimal Preconditioner 453

Lemma 2.4. Let An ∈ C
n×n be a Hermitian positive definite matrix and Bn ∈ C

n×n. Then

δ(BnA−1
n B∗n)≥ δ(Bn)δ(An)

−1δ(B∗n), (2.7)

where δ(An)
−1 ≡ (δ(An))

−1, “ ≥" means that δ(BnA−1
n B∗n)−δ(Bn)δ(An)

−1δ(B∗n) is a positive

semi-definite matrix.

Proof. Since

�

I 0

−BnA−1
n I

��

An B∗n
Bn BnA−1

n B∗n

��

I −A−1
n B∗n

0 I

�

=

�

An 0

0 0

�

,

and An is Hermitian positive definite, we know that by Sylvester’s law of inertia,

�

An B∗n
Bn BnA−1

n B∗n

�

is positive semi-definite. Let dk(M) = mk,k be the kth element of the main diagonal of a

matrix M . Note that for each k with 1≤ k ≤ n, the matrix

�

dk(An) dk(B
∗
n)

dk(Bn) dk(BnA−1
n B∗n)

�

is a 2-by-2 principal submatrix of

�

An B∗n
Bn BnA−1

n B∗n

�

.

Then
�

dk(An) dk(B
∗
n)

dk(Bn) dk(BnA−1
n B∗n)

�

(2.8)

is also positive semi-definite. Consequently, we have

dk(An)dk(BnA−1
n B∗n)≥ dk(Bn)dk(B

∗
n). (2.9)

Note that δ(An)> 0 because An is Hermitian positive definite. Hence,

dk(BnA−1
n B∗n)≥ dk(Bn)dk(An)

−1dk(B
∗
n), k = 1, · · · , n,

which yields (2.7). �

Now, by using the above lemmas, we can prove the following theorems which general-

ize some results in [14,16].

Theorem 2.2. Let An ∈ C
n×n with n≥ 1. Then
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(i) We have
n
∑

i=k

σi(cU(An))≤
n
∑

i=k

σi(An), k = 1, · · · , n, (2.10)

where σi(cU(An)) and σi(An) denote the singular values of matrices cU (An) and An

respectively.

(ii) If An is a Hermitian positive definite matrix and Bn ∈ C
n×n. Then

cU(BnA−1
n B∗n)≥ cU(Bn)cU(An)

−1cU (B
∗
n). (2.11)

In particular, we have

cU (A
−1
n )≥ cU(An)

−1. (2.12)

Proof. For (i), by Lemma 2.1 (i),

cU (An) = U∗δ(UAnU∗)U .

For any unitarily invariant norm ‖ · ‖, by Lemma 2.3, we obtain





cU(An)




=




δ(UAnU∗)




≤




UAnU∗




=




An





 . (2.13)

Thus, (i) holds by using Theorem 2.1. For (ii), since

cU(BnA−1
n B∗) = U∗δ(UBnA−1

n B∗nU∗)U = U∗δ((UBnU∗)(UAnU∗)−1(UBnU∗)∗)U ,

cU(Bn)cU (An)
−1cU(B

∗
n) = U∗δ(UBnU∗)δ(UAnU∗)−1δ((UBnU∗)∗)U ,

we only need to prove that

δ((UBnU∗)(UAnU∗)−1(UBnU∗)∗)≥ δ(UBnU∗)δ(UAnU∗)−1δ((UBnU∗)∗). (2.14)

By Lemma 2.4, this inequality holds for An being Hermitian positive definite. In particular,

when Bn = I , we have (2.12). �

Theorem 2.3. Let An ∈ C
n×n and Bn ∈ MU . If rank(cU(An)) = rank(cU(BnAn)), then we

have

BncU (BnAn)
† = cU (An)

† = BncU (AnBn)
†. (2.15)

Proof. Let Bn = U∗ΛnU ∈ MU where Λn = diag(λ1,λ2, · · · ,λn). By Lemma 2.1, we

know that

rank(cU(An)) = rank(δ(UAnU∗)), (2.16a)

rank(cU(BnAn)) = rank(BncU(An)) = rank(Λnδ(UAnU∗)). (2.16b)

Therefore, the given condition of rank(cU(An)) = rank(cU(BnAn)) is equivalent to

rank(δ(UAnU∗)) = rank(Λnδ(UAnU∗)). (2.17)
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Let δ(UAnU∗) = diag(a1, a2, · · · , an). We have δ(UAnU∗)† = diag(a
†
1
, a

†
2
, · · · , a†

n) where

a
†
k
=

¨

a−1
k

, if ak 6= 0,

0, if ak = 0,

for k = 1, · · · , n. The equality (2.17) implies that λk 6= 0 if ak 6= 0. Thus,

ΛnΛ
†
nδ(UAnU∗)† = δ(UAnU∗)†.

Hence, we have by Lemma 2.1,

BncU(BnAn)
† = Bn(BncU(An))

† = U∗ΛnU(U∗Λnδ(UAnU∗)U)†

= U∗Λn(Λnδ(UAnU∗))†U = U∗(ΛnΛ
†
nδ(UAnU∗)†)U

= U∗δ(UAnU∗)†U = (U∗δ(UAnU∗)U)† = cU(An)
†.

Similarly, we can prove cU (An)
† = BncU (AnBn)

†. �

3. The generalized superoptimal preconditioner tU(An)

In this section, we give some results of the generalized superoptimal preconditioner

tU(An) (see (1.2)) introduced by Chen and Jin [6]. The following definition is needed.

Definition 3.1. A matrix is said to be stable if the real parts of all the eigenvalues are negative.

A matrix is said to be semi-stable if the real parts of all the eigenvalues are not larger than

zero.

Under certain conditions, tU(An) satisfies the following explicit formula.

Theorem 3.1. (Corollary 1 in [6]) Let An ∈ C
n×n and U be any unitary matrix with uk

being the kth row of U. Then ukAn 6= 0 for any k if and only if tU (An) is uniquely determined

by An. In this case,

tU(An) = cU(AnA∗n)cU (A
∗
n)

†.

Moreover,

tU(An)
† = cU (AnA∗n)

−1cU(A
∗
n).

By means of this explicit formula, it is easy to verify the following theorem.

Theorem 3.2. Let An ∈ C
n×n and U be any unitary matrix with uk being the kth row of U.

If ukAn 6= 0 for k = 1, · · · , n, we then have,

(i) tU (αAn) = αtU(An) for all α ∈ C\{0}.

(ii) tU (A
∗
n) = tU(An)

∗ for any normal matrix An.

(iii) tU (BnAn) = Bn tU(An) for any invertible matrix Bn ∈MU .
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(iv) tU (An) is stable (semi-stable) if and only if cU(An) is stable (semi-stable).

Proof. When ukAn 6= 0 for k = 1, · · · , n, we have from Theorem 3.1,

tU(An) = cU(AnA∗n)cU(A
∗
n)

†. (3.1)

For (i), we obtain by (3.1),

tU(αAn) = cU(αAn ·αA∗n)cU(αA∗n)
† = α ·α ·α−1cU(AnA∗n)cU(A

∗
n)

†

= αcU (AnA∗n)cU(A
∗
n)

† = αtU(An).

For (ii), since An is normal, we have by (3.1) and Lemma 2.1 (ii),

tU (An)
∗ = (cU(AnA∗n)cU(A

∗
n)

†)∗ = (cU(A
∗
n)

†)∗(cU(AnA∗n))
∗

= cU(An)
†cU(AnA∗n) = cU(A

∗
nAn)cU(An)

†.

From ukAn 6= 0, we obtain that ukAnA∗nu∗
k
> 0 for k = 1, · · · , n. Since An is normal, we have

ukA∗nAnu∗
k
> 0, which implies ukA∗n 6= 0 for k = 1, · · · , n. Thus, we have by Theorem 3.1,

tU(A
∗
n) = cU(A

∗
nAn)cU(An)

†.

Hence,

tU (A
∗
n) = tU(An)

∗.

For (iii), let Bn = U∗ΛnU ∈ MU with Λn = diag(b1, b2, · · · , bn). Since Bn is invertible,

bk 6= 0 for k = 1, · · · , n. When ukAn 6= 0 for k = 1, · · · , n, it follows that

ukBnAn = ukU∗ΛnUAn = bkukAn 6= 0.

Thus we obtain by Theorem 3.1,

tU (BnAn) = cU (BnAnA∗nB∗n)cU(A
∗
nB∗n)

†,

and then by Lemma 2.1 (iii),

tU (BnAn) = BncU(AnA∗n)B
∗
ncU(A

∗
nB∗n)

†. (3.2)

From the invertibility of Bn and Lemma 2.1 again,

rank(cU(B
∗
nA∗n)) = rank(B∗ncU(A

∗
n)) = rank(cU(A

∗
n)).

Hence, we have by Theorem 2.3 and (3.2),

tU(BnAn) = BncU(AnA∗n)cU(A
∗
n)

† = Bn tU(An).

For (iv), it follows from (3.1) and Lemma 2.1 (i) that

tU (An) = cU(AnA∗n)cU(A
∗
n)

† = U∗δ(UAnA∗nU∗)δ(UA∗nU∗)†U .
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Thus, tU (An) is stable (semi-stable) if and only if the diagonal matrix

Λn = δ(UAnA∗nU∗)δ(UA∗nU∗)†

is stable (semi-stable). Since ukAn 6= 0 for k = 1, · · · , n, we know that δ(UAnA∗nU∗) is a

diagonal matrix with positive diagonal entries. Therefore, Λn is stable (semi-stable) if and

only if δ(UA∗nU∗)† is stable (semi-stable). Note that δ(UA∗nU∗)† is stable (semi-stable) if

and only if δ(UA∗nU∗) is stable (semi-stable) and δ(UA∗nU∗) is stable (semi-stable) if and

only if δ(UAnU∗) is stable (semi-stable). Moreover, δ(UAnU∗) is stable (semi-stable) if

and only if cU(An) = U∗δ(UAnU∗)U is stable (semi-stable). Hence, tU (An) is stable (semi-

stable) if and only if cU (An) is stable (semi-stable). �

Remark 3.1. According to Theorem 3.2 (iv), we see that if ukAn 6= 0 for k = 1, · · · , n,

where uk is the kth row of U , then tU(An) and cU(An) have the same stability property.

4. Singular value relation between tU(An)
†An and cU(An)

†An

Jin and Wei proved the following result in [15].

Theorem 4.1. (Theorem 2.2 in [15]) Let An ∈ C
n×n such that cU (An) and tU (An) are

invertible. If the singular values are arranged in the non-decreasing order. Then

σk(tU(An)
−1An) ≤ σk(cU(An)

−1An), for k = 1, · · · , n.

We extend this result to a more general case. The following lemma and theorem will

be used later.

Lemma 4.1. (Lemma 3.7 in [14]) For An ∈ C
n×n, we have

δ(UAnA∗nU∗)≥ δ(UAnU∗)δ(UA∗nU∗)≥ 0.

Theorem 4.2. (Corollary 4.5.11 in [10]) Let An be Hermitian and Sn ∈ C
n×n. Let the

eigenvalues of An and SnS∗n be arranged in the non-decreasing order. For each k = 1, · · · , n,

there exists θk ≥ 0 such that λ1(SnS∗n)≤ θk ≤ λn(SnS∗n) and

λk(SnAnS∗n) = θkλk(An).

In particular, the number of positive (negative) eigenvalues of SnAnS∗n is less than or equal to

the number of positive (negative) eigenvalues of An.

We always assume that the eigenvalues are arranged in the non-decreasing order.

Theorem 4.3. Let An ∈ C
n×n and uk be the kth row of a unitary matrix U such that ukAn 6= 0

holds for k = 1, · · · , n. Let Sn = δ(UAnA∗nU∗)−1δ(UA∗nU∗)δ(UAnU∗). Then we have

σk(tU(An)
†An) = θkσk(cU(An)

†An), k = 1, · · · , n,

where

0< λn−m+1(Sn)≤ θk ≤ λn(Sn)≤ 1

with λn−m+1(Sn) and λn(Sn) denoting the minimum and maximum nonzero eigenvalues of

Sn respectively.
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Proof. We have by Lemma 2.1 (i),

cU (An)
†An = U∗δ(UAnU∗)†UAn.

Thus,

(cU(An)
†An)(cU(An)

†An)
∗

= U∗δ(UAnU∗)†UAnA∗nU∗δ(UA∗nU∗)†U ∼ N , (“∼ ” similar to)

where N ≡ δ(UAnU∗)†UAnA∗nU∗δ(UA∗nU∗)† is a Hermitian positive semi-definite matrix.

Since ukAn 6= 0 for all k, we know that tU (An) is uniquely determined by An (see Theorem

3.1) and in this case,

tU(An)
†An = cU(AnA∗n)

−1cU(A
∗
n)An = U∗δ(UAnA∗nU∗)−1δ(UA∗nU∗)UAn.

Therefore,

(tU (An)
†An)(tU(An)

†An)
∗

= U∗δ(UAnA∗nU∗)−1δ(UA∗nU∗)UAnA∗nU∗δ(UAnU∗)δ(UAnA∗nU∗)−1U ∼ M ,

where

M ≡ δ(UAnA∗nU∗)−1δ(UA∗nU∗)UAnA∗nU∗δ(UAnU∗)δ(UAnA∗nU∗)−1

is a Hermitian positive semi-definite matrix. Let Sn = δ(UAnA∗nU∗)−1δ(UA∗nU∗)δ(UAnU∗).

It is easy to see from Lemma 4.1 that the eigenvalues of Sn satisfy

0≤ λk(Sn)≤ 1, k = 1, · · · , n. (4.1)

Note that

δ(UA∗nU∗) = δ(UA∗nU∗)δ(UAnU∗)δ(UAnU∗)†,

δ(UAnU∗) = δ(UA∗nU∗)†δ(UA∗nU∗)δ(UAnU∗).

Then we have

M = SnNS∗n. (4.2)

Let P be a permutation matrix such that

P−1δ(UAnU∗)P =

�

Dm 0

0 0

�

, (4.3)

where Dm is an m-by-m diagonal matrix whose diagonal entries are all the nonzero diago-

nal entries of δ(UAnU∗). Therefore,

P−1SnP = (P−1δ(UAnA∗nU∗)−1P)(P−1δ(UA∗nU∗)P)(P−1δ(UAnU∗)P)

=

�

Gm 0

0 0

�

, (4.4)
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where Gm is also an m-by-m diagonal matrix with nonzero diagonal entries. Obviously, the

diagonal entries of Gm contain all the nonzero eigenvalues of Sn. It follows from (4.2) that

P−1M P = P−1SnNS∗nP = (P−1SnP)(P−1N P)(P−1SnP)∗

=

�

Gm 0

0 0

�

(P−1N P)

�

Gm 0

0 0

�∗

. (4.5)

We partition P−1M P and P−1N P as in the following forms:

P−1M P =

�

M1 M∗2
M2 M3

�

and P−1N P =

�

N1 N ∗2
N2 N3

�

,

where M1 and N1 are m-by-m submatrices. It is easy to see from (4.5) that

P−1M P =

�

M1 0

0 0

�

(4.6)

with M1 = GmN1G∗m. Moreover, by (4.3) and

N = δ(UAnU∗)†UAnA∗nU∗δ(UA∗nU∗)†,

we have

�

N1 N ∗2
N2 N3

�

= P−1N P = (P−1δ(UAnU∗)†P)(P−1UAnA∗nU∗P)(P−1δ(UA∗nU∗)†P)

=

�

D−1
m 0

0 0

�

(P−1UAnA∗nU∗P)

�

(D∗m)
−1 0

0 0

�

.

Thus,

P−1N P =

�

N1 0

0 0

�

. (4.7)

Note that M1 = GmN1G∗m. By Theorem 4.2, we know that there exists dk ≥ 0 such that

λ1(GmG∗m)≤ dk ≤ λm(GmG∗m) and

λk(M1) = dkλk(N1), k = 1, · · · , m, (4.8)

where λ1(GmG∗m) and λm(GmG∗m) denote the minimum and maximum eigenvalues of GmG∗m
respectively. From (4.6), (4.7) and (4.8), we derive

λk(M) = dkλk(N),

where λ1(GmG∗m)≤ dk ≤ λm(GmG∗m) for k = 1, · · · , n. Thus,

σk(tU(An)
†An) =
p

dkσk(cU (An)
†An), k = 1, · · · , n.
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Let θk =
p

dk, k = 1, · · · , n. From (4.4) and the fact that Gm is a diagonal matrix with

nonzero diagonal entries, we have by (4.1),

0< λn−m+1(Sn)≤ θk ≤ λn(Sn)≤ 1,

where λn−m+1(Sn) and λn(Sn) denote the minimum and maximum nonzero eigenvalues of

Sn respectively. �
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