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#### Abstract

In this paper, we propose a method for solving semilinear elliptical equations using a ResNet with $\operatorname{ReLU}^{2}$ activations. Firstly, we present a comprehensive formulation based on the penalized variational form of the elliptical equations. We then apply the Deep Ritz Method, which works for a wide range of equations. We obtain an upper bound on the errors between the acquired solutions and the true solutions in terms of the depth $\mathcal{D}$, width $\mathcal{W}$ of the $\operatorname{ReLU}^{2}$ ResNet, and the number of training samples $n$. Our simulation results demonstrate that our method can effectively overcome the curse of dimensionality and validate the theoretical results.
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## 1. Introduction

Solving semilinear partial differential equations in high dimensional space is a challenging problem in physics and engineering with applications in hydromechanics (Nav-ier-Stokes equations, Burgers equations) [5, 11, 23], quantum mechanics (Gross Pitaevskii equations) [3], variational geometry (Plateaus equations) [13], and more. Traditional numerical methods such as finite element, finite difference, and finite volume encounter the curse of dimensionality, where the number of parameters exponentially increases as the dimension grows, rendering these mesh-based methods im-

[^0]practical. Recent attempts have been made to overcome this challenge, with one of the most promising tools being deep neural networks (DNN). The approximability of DNNs has been shown to overcome the curse of dimensionality, leading to the development of related methods [16,38,39], such as physics-informed neural networks (PINNs) [10, 20, 21, 31-33], Deep Galerkin method (DGM) [9, 22, 26, 36], and weak adversarial networks (WAN) [2, 7, 40].

The Deep Ritz method (DRM) is one of the most renowned approaches in the field of elliptic equations, capable of solving both the equations and the eigenvalue problems $[9,12,14,17,19,25,27,28,30]$. In this article, we present its application in nonlinear elliptic equations and provide a convergent analysis. To apply the method, we identify the functional variation that corresponds to the PDEs, and then replace the trial function with a deep neural network (DNN). We subsequently discretize it using the Monte Carlo algorithm $[18,37]$ and solve the discretized variation to approximate the solution. By following these steps, we can divide the error into two components: the approximation error and the statistical error. To bound the statistical error, we need to calculate the infinity norm of both the solution and its derivative [14,28]. However, this requirement narrows down the method's applicability. To address this issue, we can use one of two methods. The first is to restrict the feasible parameter region of DNN [27]. In this case, the statistical error can be easily estimated, as the Rademacher complexity can be computed in the parameter space. However, the approximation error can be challenging to compute, especially for DNN with large depth. The second method is the one we propose in this article. By directly bounding the $W^{1, \infty}$ norm of the neural networks, we estimate the Rademacher complexity in the function space, and we can obtain the approximation error through the traditional mollifier technique.

The outline of this paper is as follows. In Section 2, we establish the primary problem of our article and introduce the notation we use. In Section 3, we present the variational loss of the problem and construct a simple error decomposition. The main theorem of the article is presented in Section 4 before its proof, for ease of reading. In Section 5, we provide numerical results to verify the effectiveness of the proposed method. Finally, we conclude the main body of our article with a discussion in Section 6. In Appendix A, we provide some lengthy proofs of the lemma in Section 4.3.

## 2. Preliminaries and notations

In this article, we consider the semilinear elliptic equation

$$
\begin{cases}-\Delta u+f(u)=g & \text { in } \Omega  \tag{2.1}\\ u+\frac{1}{\varepsilon} \frac{\partial u}{\partial n}=h & \text { on } \partial \Omega\end{cases}
$$

where $\varepsilon \in(0,+\infty]$. The interval for $\varepsilon$ includes the cases of Dirichlet boundary condition $(\varepsilon=+\infty)$ and Robin boundary condition $(\varepsilon \in(0,+\infty)$ ). We limit our equation to the following assumption.

## Assumption 2.1.

- $\Omega \subset \mathbb{R}^{d}$ is bounded and smooth.
- $f$ is Lipschitz continuous increasing function and

$$
|f(x)| \leq C(|x|+1)^{\frac{d}{d-2}}
$$

for some constant $C$.

- $g \in L^{p}$ for some $p \geq 2$.
- There exists a harmonic function $w$ on $\Omega^{\prime} \supset \bar{\Omega}$ such that

$$
w+\frac{1}{\varepsilon} \frac{\partial w}{\partial n}=h \quad \text { on } \partial \Omega .
$$

We denote $F$ being the primitive of $f$, therefore $F$ is a convex function.
Schauder's theory gives.
Proposition 2.1. Under Assumption 2.1, there exists a unique solution $u^{\varepsilon} \in W^{2,2}(\Omega)$ of Eq. (2.1), and $\left\|u^{\varepsilon}\right\|_{W^{2,2}}$ can be dominated by $g$ and $h$.

Proof. See [34, Proposition 2.104].
Next, the neural network we used is introduced together with its notation. A deep neural network $u_{\phi}: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is defined by

$$
\begin{aligned}
& u_{0}(\boldsymbol{x})=\boldsymbol{x}, \\
& u_{\ell}(\boldsymbol{x})=\sigma_{\ell}\left(A_{\ell} u_{\ell-1}+b_{\ell}\right), \quad \ell=1,2, \ldots, L-1, \\
& u=u_{L}(\boldsymbol{x})=A_{L} u_{L-1}+b_{L},
\end{aligned}
$$

where $A_{\ell} \in \mathbb{R}^{N_{\ell} \times N_{\ell-1}}, b_{\ell} \in \mathbb{R}^{N_{\ell}}$ and $\sigma_{\ell}$ denotes the activations of layer $\ell$. The depth $\mathcal{D}$ and the width $\mathcal{W}$ of neural networks $u_{\phi}$ are defined as

$$
\mathcal{D}=L, \quad \mathcal{W}=\max \left\{N_{\ell}: \ell=1,2, \ldots, L\right\}
$$

$\sum_{\ell=1}^{L} N_{\ell}$ is called the number of units of $u_{\phi}$, and $\phi=\left\{A_{\ell}, b_{\ell}\right\}_{\ell=1}^{N}$ is called the free parameters of the networks.
Definition 2.1. The class $\mathcal{N}^{\alpha}(\mathcal{D}, \mathcal{W}, \mathcal{B})$ is the collection of neural networks $u_{\phi}$ such that:
(i) Depth and width are $\mathcal{D}$ and $\mathcal{W}$, respectively.
(ii) The function values of $u_{\phi}(\boldsymbol{x})$ and its derivative $\nabla u_{\phi}(\boldsymbol{x})$ are bounded by $\mathcal{B}$.
(iii) Activation functions are given by $\operatorname{ReLU}^{\alpha}$, where $\alpha$ is a multi-index.

For example, $\mathcal{N}^{2}(\mathcal{D}, \mathcal{W}, \mathcal{B})$ is the class of networks with activation functions as $\operatorname{ReLU}^{2}$, and $\mathcal{N}^{1,2}(\mathcal{D}, \mathcal{W}, \mathcal{B})$ is that with activation functions as $\operatorname{ReLU}^{1}$ or $\operatorname{ReLU}^{2}$. We may simply use $\mathcal{N}^{\alpha}$ if there is no confusion.

## 3. Model construction

Theorem 3.1. For $v \in H^{1}(\Omega)$, set

$$
\begin{equation*}
\mathcal{L}^{\varepsilon}(v)=\int_{\Omega}\|\nabla v\|_{2}^{2}+2 F(v)-2 v g d x+\varepsilon \int_{\partial \Omega} v^{2}-2 v h d s . \tag{3.1}
\end{equation*}
$$

Then

- For $\varepsilon \in(0,+\infty)$, there exists one and only one minimizer $u^{\varepsilon}$ of $\mathcal{L}^{\varepsilon}$. It is the solution to $E q$. (2.1).
- For $\varepsilon \rightarrow+\infty$, let $u^{\infty}$ be the solution of Eq. (2.1) with the Dirichlet boundary condition. Then we have

$$
\left\|u^{\varepsilon}-u^{\infty}\right\|_{H^{1}} \leq C(\Omega, f, g, h) \frac{1}{\varepsilon}
$$

Proof. If $\varepsilon<+\infty$, the Euler-Lagrange equation of Eq. (3.1) writes

$$
\begin{aligned}
\delta \mathcal{L}^{\varepsilon}(v) & =2 \int_{\Omega} \nabla v^{T} \nabla \delta v+f(v) \delta v-g \delta v d x+2 \varepsilon \int_{\partial \Omega}(v-h) \delta v d s \\
& =2 \int_{\Omega}(-\Delta v+f(v)-g) \delta v d x+2 \varepsilon \int_{\partial \Omega}\left(v+\frac{1}{\varepsilon} \frac{\partial v}{\partial n}-h\right) \delta v d s
\end{aligned}
$$

All critical points of Eq. (3.1) must be the solutions to Eq. (2.1) and vice versa. Consequently, there exists a unique critical point. Moreover, the convexity of Eq. (3.1) guarantees that this critical point is the minimum.

Considering the Dirichlet boundary condition, we set $w^{\varepsilon}$ as the solution satisfying the following equations:

$$
\begin{cases}-\Delta w^{\varepsilon}+f\left(u^{\infty}\right)=g & \text { in } \Omega, \\ w^{\varepsilon}+\frac{1}{\varepsilon} \frac{\partial w^{\varepsilon}}{\partial n}=h & \text { on } \partial \Omega .\end{cases}
$$

It is known that

$$
\left\|w^{\varepsilon}-u^{\infty}\right\|_{H^{1}} \leq C\left(\Omega, f\left(u^{\infty}\right), g, h\right) \frac{1}{\varepsilon}
$$

cf. [29, Proposition 2.3]. The classical linear elliptic theory provides us with

$$
\int_{\Omega}\left\|\nabla\left(w^{\varepsilon}-u^{\varepsilon}\right)\right\|_{2}^{2} d x+\varepsilon \int_{\partial \Omega}\left(w^{\varepsilon}-u^{\varepsilon}\right)^{2} d s \leq\left\|f\left(u^{\infty}\right)-f\left(u^{\varepsilon}\right)\right\|_{H^{-1}}^{2} \leq C\left(\Omega, f, u^{\infty}\right)
$$

given $f\left(u^{\varepsilon}\right), f\left(u^{\infty}\right) \in L^{2}$. Then $\left\{u^{\varepsilon}\right\}$ is a bounded series in $H^{1}$. But

$$
\begin{aligned}
\int_{\Omega}\left\|\nabla\left(u^{\infty}-u^{\varepsilon}\right)\right\|_{2}^{2} d x & =\int_{\Omega} \nabla\left(u^{\infty}-u^{\varepsilon}\right)^{T} \nabla u^{\infty} d x-\int_{\Omega} \nabla\left(u^{\infty}-u^{\varepsilon}\right)^{T} \nabla u^{\varepsilon} d x \\
& =\int_{\Omega}-\left(u^{\infty}-u^{\varepsilon}\right) \Delta u^{\infty} d x-\int-\left(u^{\infty}-u^{\varepsilon}\right) \Delta u^{\varepsilon} d x
\end{aligned}
$$

$$
\begin{align*}
& +\int_{\partial \Omega} \frac{\partial u^{\infty}}{\partial n}\left(u^{\infty}-u^{\varepsilon}\right) d s-\int_{\partial \Omega} \frac{\partial u^{\varepsilon}}{\partial n}\left(u^{\infty}-u^{\varepsilon}\right) d s \\
= & -\int_{\Omega}\left[f\left(u^{\infty}\right)-f\left(u^{\varepsilon}\right)\right]\left(u^{\infty}-u^{\varepsilon}\right) d x \\
& +\frac{1}{\varepsilon} \int_{\partial \Omega} \frac{\partial u^{\infty}}{\partial n} \frac{\partial u^{\varepsilon}}{\partial n} d s-\frac{1}{\varepsilon} \int_{\partial \Omega}\left(\frac{\partial u^{\varepsilon}}{\partial n}\right)^{2} d s \\
\leq & \frac{1}{2 \varepsilon}\left[\int_{\partial \Omega}\left(\frac{\partial u^{\infty}}{\partial n}\right)^{2}-\left(\frac{\partial u^{\varepsilon}}{\partial n}\right)^{2} d s\right] \leq C(\Omega, f, g, h) \frac{1}{\varepsilon}, \tag{3.2}
\end{align*}
$$

noticing that $f$ is non-decreasing. Next, we proceed with the substitution of $u^{\infty}$ into $\mathcal{L}^{\varepsilon}$, yielding

$$
\mathcal{L}^{\varepsilon}\left(u^{\varepsilon}\right) \leq \mathcal{L}^{\varepsilon}\left(u^{\infty}\right) \leq C(\Omega, f, g, h)-\varepsilon \int_{\partial \Omega} h^{2} .
$$

Therefore,

$$
\varepsilon \int_{\partial \Omega}\left(u^{\varepsilon}-h\right)^{2} \leq C(\Omega, f, g, h) .
$$

In conjunction with Eq. (3.2), we can deduce the desired conclusion.
Moving on to the second step of the DRM, we substitute the trial function with neural networks

$$
u_{\phi}^{\varepsilon} \in \underset{v \in \mathcal{N}^{2}}{\operatorname{argmin}} \mathcal{L}^{\varepsilon}(v) .
$$

The discrete version of the loss function is expressed as follows [8]:

$$
\begin{align*}
\widehat{\mathcal{L}}_{K}^{\varepsilon}(v)= & \frac{|\Omega|}{N} \sum_{i=1}^{N}\left[\left\|\nabla v\left(X_{i}\right)\right\|_{2}^{2}+2 F\left(v\left(X_{i}\right)\right)-2 g_{K}\left(X_{i}\right) v\left(X_{i}\right)\right] \\
& +\varepsilon \frac{|\partial \Omega|}{M} \sum_{j=1}^{M}\left[v^{2}\left(Y_{j}\right)-2 v\left(Y_{j}\right) h\left(Y_{j}\right)\right] \tag{3.3}
\end{align*}
$$

where $\left\{X_{k}\right\}_{k=1}^{N} \sim U(\Omega)$ i.i.d., $\left\{Y_{j}\right\}_{j=1}^{M} \sim U(\partial \Omega)$ i.i.d. and $g_{K}=\min \{g, K\}$ with some constant $K$. The truncation bound $K$ is introduced to avoid the discontinuity of the discrete $\mathcal{L}^{\varepsilon}$. Let $\widehat{u}_{\phi}^{\varepsilon}$ be the minimizer of the loss over $\mathcal{N}^{2}$

$$
\begin{equation*}
\widehat{u}_{\phi}^{\varepsilon} \in \underset{v \in \mathcal{N}^{2}}{\operatorname{argmin}} \widehat{\mathcal{L}}_{K}^{\varepsilon}(v) . \tag{3.4}
\end{equation*}
$$

In the subsequent discussions, we denote $n$ being the sample number $N$ or $M$.
Lemma 3.1. Let $1 \leq q<p<\infty$. If $u \in L^{p}$ and $u_{N}=u 1_{|u|<N}$, then we have

$$
\left\|u-u_{N}\right\|_{L^{q}} \leq C(u) \frac{1}{N^{p / q-1}} .
$$

Proof. Let $v=\left|u-u_{N}\right|, f_{v}(t)=m(\{x: v(x)<t\})$, where $m$ is the Lebesgue measure

$$
\begin{aligned}
\|v\|_{L^{q}}^{q} & =q \int_{0}^{\infty} t^{q-1} f_{v}(t) d t \\
& =q \int_{N}^{\infty} t^{p-1} f_{v}(t) t^{q-p} d t \\
& =q N^{q-p} \int_{N}^{\infty} t^{p-1} f_{v}(t) d t \\
& =q N^{q-p}\|v\|_{L^{p}}^{p}
\end{aligned}
$$

which leads to the conclusion.

Lemma 3.2. Let $\widehat{u}_{\phi}^{\varepsilon}$ be the function defined above, we have

$$
\begin{aligned}
\mathcal{L}^{\varepsilon}\left(\widehat{u}_{\phi}^{\varepsilon}\right)-\mathcal{L}^{\varepsilon}\left(u^{\varepsilon}\right) \leq & \underbrace{\inf _{u_{\phi} \in \mathcal{N}^{2}}\left[\mathcal{L}^{\varepsilon}\left(u_{\phi}\right)-\mathcal{L}^{\varepsilon}\left(u^{\varepsilon}\right)\right]}_{\mathcal{E}_{\text {app }}}+\underbrace{2 \sup _{u_{\phi} \in \mathcal{N}^{2}}\left|\mathcal{L}_{K}^{\varepsilon}\left(u_{\phi}\right)-\widehat{\mathcal{L}}_{K}^{\varepsilon}\left(u_{\phi}\right)\right|}_{\mathcal{E}_{\text {sta }}} \\
& +\underbrace{C(g) \mathcal{B} K^{1-p}}_{\mathcal{E}_{\text {tru }}},
\end{aligned}
$$

which are called the approximation error, the statistical error, and the truncation error respectively.

Proof. Set

$$
\mathcal{L}_{K}^{\varepsilon}(v)=\int_{\Omega}\|\nabla v\|_{2}^{2}+2 F(v)-2 v g_{K} d x+\varepsilon \int_{\partial \Omega} v^{2}-2 v h d s
$$

With the help of Lemma 3.1, we have

$$
\left|\mathcal{L}_{K}^{\varepsilon}\left(u_{\phi}\right)-\mathcal{L}^{\varepsilon}\left(u_{\phi}\right)\right| \leq \int_{\Omega}\left|u_{\phi}\left(g-g_{K}\right)\right| d x \leq C(g) \mathcal{B} K^{1-p}
$$

for any $u_{\phi} \in \mathcal{N}^{2}(\mathcal{D}, \mathcal{W}, \mathcal{B})$. Therefore for any $u \in \mathcal{N}^{2}$

$$
\begin{aligned}
& \mathcal{L}^{\varepsilon}\left(\widehat{u}_{\phi}^{\varepsilon}\right)-\mathcal{L}^{\varepsilon}\left(u^{\varepsilon}\right) \\
& =\left[\mathcal{L}^{\varepsilon}\left(\widehat{u}_{\phi}^{\varepsilon}\right)-\mathcal{L}_{K}^{\varepsilon}\left(\widehat{u}_{\phi}^{\varepsilon}\right)\right]+\left[\mathcal{L}_{K}^{\varepsilon}\left(\widehat{u}_{\phi}^{\varepsilon}\right)-\widehat{\mathcal{L}}_{K}^{\varepsilon}\left(\widehat{u}_{\phi}^{\varepsilon}\right)\right] \\
& \quad+\left[\widehat{\mathcal{L}}_{K}^{\varepsilon}\left(\widehat{u}_{\phi}^{\varepsilon}\right)-\widehat{\mathcal{L}}_{K}^{\varepsilon}\left(u_{\phi}\right)\right]+\left[\widehat{\mathcal{L}}_{K}^{\varepsilon}\left(u_{\phi}\right)-\mathcal{L}_{K}^{\varepsilon}\left(u_{\phi}\right)\right] \\
& \quad+\left[\mathcal{L}_{K}^{\varepsilon}\left(u_{\phi}\right)-\mathcal{L}^{\varepsilon}\left(u_{\phi}\right)\right]+\left[\mathcal{L}^{\varepsilon}\left(u_{\phi}\right)-\mathcal{L}^{\varepsilon}\left(u^{\varepsilon}\right)\right] .
\end{aligned}
$$

The given expression consists of six terms, where the first and fifth terms represent the true error denoted by $\mathcal{E}_{\text {tru }}$, the second and fourth terms correspond to the statistical error denoted by $\mathcal{E}_{\text {sta }}$, the third term is negative, and the infimum of the last term is precisely equal to the approximate error denoted by $\mathcal{E}_{\text {app }}$.

## 4. Main results

### 4.1. Main theorem

For Robin boundary condition, we have
Theorem 4.1. Let Assumption 2.1 holds and $\widehat{u}_{\phi}^{\varepsilon}$ be the functions defined in Eq. (3.4). We have

$$
\left\|\widehat{u}_{\phi}^{\varepsilon}-u^{\varepsilon}\right\|_{H^{1}} \leq C\left(\Omega, u^{\varepsilon}, f, g, h\right) \sqrt{\delta}
$$

with

$$
\begin{aligned}
\delta \leq & C\left(\Omega, u^{\varepsilon}, f, g, h\right) \varepsilon\left(\mathcal{B}^{-2 /(d-2)}+\mathcal{W}^{-1 / d}\right)+C(g) \mathcal{B} K^{1-p} \\
& +C(\Omega, f, h)(K+\varepsilon \mathcal{B}) \mathcal{B D} \mathcal{D}^{2} \mathcal{W} \sqrt{\mathcal{D}+\log \mathcal{W}} \sqrt{\frac{\log n}{n}} .
\end{aligned}
$$

Proof. By Lemma 3.2 and the estimation of both the approximation error in Section 4.2 and the statistical error and Section 4.3, we have

$$
\mathcal{L}^{\varepsilon}\left(\widehat{u}_{\phi}^{\varepsilon}\right)-\mathcal{L}^{\varepsilon}\left(u^{\varepsilon}\right) \leq C\left(\Omega, u^{\varepsilon}, f, g, h\right) \delta .
$$

Let

$$
\mathcal{L}_{0}^{\varepsilon}(u)=\mathcal{L}^{\varepsilon}(u)-2 \int_{\Omega} F(u) d x .
$$

We can deduce that

$$
\begin{aligned}
& \mathcal{L}^{\varepsilon}\left(u^{\varepsilon}+v\right)-\mathcal{L}^{\varepsilon}\left(u^{\varepsilon}\right) \\
= & \mathcal{L}_{0}^{\varepsilon}\left(u^{\varepsilon}+v\right)-\mathcal{L}_{0}^{\varepsilon}\left(u^{\varepsilon}\right)+2 \int_{\Omega} F\left(u^{\varepsilon}+v\right)-F\left(u^{\varepsilon}\right) d x \\
= & \int_{\Omega}\left\|\nabla\left(u^{\varepsilon}+v\right)\right\|_{2}^{2}-2\left(u^{\varepsilon}+v\right) g d x+\varepsilon \int_{\partial \Omega}\left(u^{\varepsilon}+v\right)^{2} \\
& \quad-2\left(u^{\varepsilon}+v\right) h d s-\mathcal{L}_{0}^{\varepsilon}\left(u^{\varepsilon}\right)+2 \int_{\Omega} f\left(u^{\varepsilon}+\theta v\right) v d x \\
= & \int_{\Omega}\|\nabla v\|_{2}^{2}-2 v g d x+\varepsilon \int_{\partial \Omega} v^{2}-2 v\left(h-u^{\varepsilon}\right) d s \\
& +2 \int_{\Omega} \nabla v^{T} \nabla u^{\varepsilon} d x+2 \int_{\Omega} f\left(u^{\varepsilon}+\theta v\right) v d x \\
= & \int_{\Omega}\|\nabla v\|_{2}^{2} d x+\varepsilon \int_{\partial \Omega} v^{2} d s+2 \int_{\Omega}\left[f\left(u^{\varepsilon}+\theta v\right)-f\left(u^{\varepsilon}\right)\right] v d x \\
\geq & \int_{\Omega}\|\nabla v\|_{2}^{2} d x+\varepsilon \int_{\partial \Omega} v^{2} d s \gtrsim C(\Omega, \varepsilon)\|v\|_{H^{1}}^{2},
\end{aligned}
$$

where $\theta \in(0,1)$ is the parameter of Lagrange remainder. The second-to-last inequality holds due to the following reasoning: Given that $f$ is a monotonic function, it follows that for any $\theta>0$, both $f\left(u^{\varepsilon}+v\right)-f\left(u^{\varepsilon}\right)$ and $v$ exhibit the same sign, leading to $\left[f\left(u^{\varepsilon}+v\right)-f\left(u^{\varepsilon}\right)\right] v \geq 0$.

Corollary 4.1. Under the same condition of the Theorem 4.1, if we take

$$
\mathcal{D}=O(1), \quad \mathcal{W}=O\left(n^{t_{1}}\right), \quad \mathcal{B}=O\left(n^{t_{2}}\right), \quad K=O\left(n^{t_{3}}\right)
$$

we can acquire that

$$
\left\|\widehat{u}_{\phi}^{\varepsilon}-u^{\varepsilon}\right\|_{H^{1}} \leq C\left(\Omega, u^{\varepsilon}, f, g, h\right) n^{-t_{4} / 2}
$$

where

$$
\begin{aligned}
t_{1} & =\frac{d(p-1)}{3 d p-2 d-p+1}, & t_{2} & =\frac{(d-2)(p-1)}{2(3 d p-2 d-p+1)} \\
t_{3} & =\frac{d}{2(3 d p-2 d-p+1)}, & t_{4} & =\frac{p-1}{3 d p-2 d-p+1}
\end{aligned}
$$

are all positive numbers.
For the Dirichlet boundary condition, we have
Theorem 4.2. Let Assumption 2.1 holds and $\widehat{u}_{\phi}^{\varepsilon}$ be the functions defined in Eq. (3.4). We have

$$
\left\|\widehat{u}_{\phi}^{\varepsilon}-u^{\infty}\right\|_{H^{1}} \leq C\left(\Omega, u^{\varepsilon}, f, g, h\right) \sqrt{\delta}
$$

with

$$
\begin{aligned}
\delta \leq & C\left(\Omega, u^{\varepsilon}, f, g, h\right) \varepsilon\left(\mathcal{B}^{-2 /(d-2)}+\mathcal{W}^{-1 / d}\right)+C(g) \mathcal{B} K^{1-p} \\
& +C(\Omega, f, h)(K+\varepsilon \mathcal{B}) \mathcal{B} \mathcal{D}^{2} \mathcal{W} \sqrt{\mathcal{D}+\log \mathcal{W}} \sqrt{\frac{\log n}{n}}+C(\Omega, f, g, h) \frac{1}{\varepsilon}
\end{aligned}
$$

Proof. It is a direct deduction of Theorem 4.1 and the conclusion in Theorem 3.1.

Corollary 4.2. Under the same condition of the Theorem 4.2, if we take

$$
\varepsilon=O\left(n^{t_{4} / 2}\right), \quad \mathcal{D}=O(1), \quad \mathcal{W}=O\left(n^{t_{1}}\right), \quad \mathcal{B}=O\left(n^{t_{2}}\right), \quad K=O\left(n^{t_{3}}\right)
$$

We can acquire that

$$
\left\|\widehat{u}_{\phi}^{\varepsilon}-u^{\infty}\right\|_{H^{1}} \leq C(p) n^{-t_{4} / 4}
$$

where $\left\{t_{i}\right\}_{1}^{4}$ are the numbers in Corollary 4.1.

### 4.2. Approximation error

Theorem 4.3. If $\mathcal{D}, \mathcal{W}$, and $\mathcal{B}$ are large enough, we can establish the following result:

$$
\mathcal{E}_{a p p}=\inf _{u_{\phi} \in \mathcal{N}^{2}(\mathcal{D}, \mathcal{W}, \mathcal{B})}\left[\mathcal{L}^{\varepsilon}\left(u_{\phi}\right)-\mathcal{L}^{\varepsilon}\left(u^{\varepsilon}\right)\right] \leq C\left(\Omega, u^{\varepsilon}, f\right) \varepsilon\left(\mathcal{B}^{-2 /(d-2)}+\mathcal{W}^{-1 / d}\right)
$$

Proof. Our proof is based on some classical polynomial approximation results [35]. Let $\rho \in C_{0}^{\infty}$ be a mollifier, i.e.

- $\int \rho d x=1$,
- $\rho \geq 0$,
- $\rho(x)=0$ for $\|x\|>1$,
- $\|\rho(x)\|_{\infty}=2 V_{d}$ where $V_{d}$ is the volume of the unit ball.

Take $q=2 d /(d-2)$ and

$$
u_{\mathcal{B}}^{\varepsilon}(x)=\int_{y} \mathcal{B}^{q} \rho\left(\frac{y}{\mathcal{B}^{q / d}}\right) u^{\varepsilon}(x+y) d y .
$$

We claim that:

- $\left\|u_{\mathcal{B}}^{\mathcal{E}}\right\|_{W^{1, \infty}(\Omega)} \leq\left(2 V_{d}\left\|u^{\varepsilon}\right\|_{W^{2,2}(\Omega)}^{q}+2\right) \mathcal{B}$,
- $\left\|u_{\mathcal{B}}^{\varepsilon}-u^{\varepsilon}\right\|_{H^{1}(\Omega)} \leq 2\left\|u^{\varepsilon}\right\|_{W^{2,2}(\Omega)} \mathcal{B}^{-q / d}$,
- $\left\|u_{\mathcal{B}}^{\varepsilon}\right\|_{W^{2,2}(\Omega)} \leq\left\|u^{\varepsilon}\right\|_{W^{2,2}(\Omega)}$.

For the first claim, let

$$
E_{\mathcal{B}}=\left\{x:\left|u^{\varepsilon}(x)\right|>\mathcal{B}\right\},
$$

then we have

$$
\left\|u^{\varepsilon} 1_{E_{\mathcal{B}}}\right\|_{L^{1}} \leq 2\left\|u^{\varepsilon}\right\|_{L^{q}}^{q} \mathcal{B}^{1-q}
$$

according to Lemma 3.1. Thus

$$
\begin{aligned}
\left|u_{\mathcal{B}}^{\varepsilon}(x)\right| & \leq \int_{y} \mathcal{B}^{q} \rho\left(\frac{y}{\mathcal{B}^{q / d}}\right)\left|u^{\varepsilon}(x+y)\right| d y \\
& =\int_{E_{\mathcal{B}}} \mathcal{B}^{q} \rho\left(\frac{y}{\mathcal{B}^{q / d}}\right)\left|u^{\varepsilon}(x+y)\right| d y+\int_{E_{\mathcal{B}}^{c}} \mathcal{B}^{q} \rho\left(\frac{y}{\mathcal{B}^{q / d}}\right)\left|u^{\varepsilon}(x+y)\right| d y \\
& \leq\left\|\mathcal{B}^{q} \rho\left(\frac{y}{\mathcal{B}^{q / d}}\right)\right\|_{L^{\infty}}\left\|u^{\varepsilon} 1_{E_{\mathcal{B}}}\right\|_{L^{1}}+\left\|\mathcal{B}^{q} \rho\left(\frac{y}{\mathcal{B}^{q / d}}\right)\right\|_{L^{1}}\left\|u^{\varepsilon} 1_{E_{\mathcal{B}}^{c}}\right\|_{L^{\infty}} \\
& \leq\left(2 V_{d}\left\|u^{\varepsilon}\right\|_{L^{q}}^{q}+1\right) \mathcal{B} .
\end{aligned}
$$

Since $\nabla u^{\varepsilon} \in L^{q}$ and the differential operator commutes with the mollifier, the same argument stands for $\nabla u_{\mathcal{B}}^{\varepsilon}$ as well.

For the second claim, we have

$$
\begin{aligned}
\left\|u_{\mathcal{B}}^{\varepsilon}-u^{\varepsilon}\right\|_{L^{2}} & \leq\left[\int_{x}\left(\int_{y} \rho(y)\left|u^{\varepsilon}\left(x+\mathcal{B}^{-q / d} y\right)-u^{\varepsilon}(x)\right| d y\right)^{2} d x\right]^{1 / 2} \\
& \leq\left[\int_{x}\left(\int_{y} \int_{t=0}^{\mathcal{B}^{-q / d}} \rho(y)\left|y^{T} \nabla u^{\varepsilon}(x+t y)\right| d t d y\right)^{2} d x\right]^{1 / 2}
\end{aligned}
$$

$$
\begin{aligned}
& \leq\left[\int_{x}\left(\int_{y} \int_{t=0}^{\mathcal{B}^{-q / d}} \rho(y)\|y\|_{2}\left\|\nabla u^{\varepsilon}(x+t y)\right\|_{2} d t d y\right)^{2} d x\right]^{1 / 2} \\
& \leq \int_{y} \int_{t=0}^{\mathcal{B}^{-q / d}}\left[\int_{x} \rho(y)^{2}\|y\|_{2}^{2}\left\|\nabla u^{\varepsilon}(x+t y)\right\|_{2}^{2} d x\right]^{1 / 2} d t d y \\
& \leq \int_{y} \int_{t=0}^{\mathcal{B}^{-q / d}} \rho(y)\|y\|_{2}\left\|\nabla u^{\varepsilon}(x+t y)\right\|_{L_{x}^{2}} d t d y \\
& =\left\|\nabla u^{\varepsilon}\right\|_{L^{2}} \mathcal{B}^{-q / d}
\end{aligned}
$$

which also stands for $\nabla u^{\varepsilon}$ since $\nabla u^{\varepsilon} \in W^{1,2}$.
The third claim is a direct conclusion of Fubini's Theorem.
Next, we demonstrate that any function in $W^{s, p}(\Omega)$ can be approximated by a neural network $\tilde{f}$ in $W^{1, p}$ norm, where $s>1, \tilde{f} \in \mathcal{N}^{2}$. Without loss of generality, we assume that $\Omega \subset[0,1]^{d}$ and extend the function into it. Let

$$
\psi(x ; \delta)=\frac{2}{\delta^{2}}\left[\operatorname{ReLU}^{2}(x)+\operatorname{ReLU}^{2}(x+\delta)-2 \operatorname{ReLU}^{2}\left(x+\frac{\delta}{2}\right)\right] .
$$

Then $\psi$ is a $\operatorname{ReLU}^{2}$-network with width $\{1,3,1\}$ and

$$
\psi(x ; \delta)= \begin{cases}0, & x \in(-\infty,-\delta] \\ \frac{2}{\delta^{2}}(x+\delta)^{2}, & x \in(-\delta,-\delta / 2], \\ -\frac{2}{\delta^{2}} x^{2}+1, & x \in(-\delta / 2,0] \\ 1, & x \in(0, \infty)\end{cases}
$$

For any multi-index $\mathbf{I} \in\{1,2,3, \ldots, N\}^{d}$, we define

$$
\lambda_{\mathbf{I}}(x)=\prod_{j=1}^{d}\left[\psi\left(x^{(j)}-\frac{\mathbf{I}(j)}{N} ; \frac{1}{N}\right)-\psi\left(x^{(j)}-\frac{\mathbf{I}(j)+1}{N} ; \frac{1}{N}\right)\right] .
$$

Then $\lambda_{\mathbf{I}}$ forms a positive partition of unity in $[0,1]^{d}$, and it is supported on $U_{\mathbf{I}}=$ $\prod_{j}[(\mathbf{I}(j)-1) / N,(\mathbf{I}(j)+1) / N]$. Taking note that $\lambda_{\mathbf{I}}$ is a piecewise polynomial function of at most degree $d$, and observing

$$
f(x) g(x)=\frac{1}{4}\left[\operatorname{ReLU}^{2}(f+g)+\operatorname{ReLU}^{2}(-f-g)-\operatorname{ReLU}^{2}(f-g)-\operatorname{ReLU}^{2}(g-f)\right] .
$$

It can be easily deduced that $\lambda_{\mathbf{I}}$ can be exactly expressed by a $\operatorname{ReLU}^{2}$-network with width $4 d$ and depth $\left\lceil\log _{2} d\right\rceil+3$.
Lemma 4.1. Let $f \in W^{s, p}(\Omega) \cap W^{1, \infty}(\Omega)$, where $s \in(1,2]$. For any $\mathbf{I}$, let $V_{\mathbf{I}}=$ $\prod_{j}[(I(j)-2) / N,(I(j)+2) / N]$. Then there exists a $\operatorname{ReLU}^{2}$-neural network $\Psi_{\mathbf{I}}[f]$ with width $\left\{d,\left(d^{2}+3 d+2\right) / 2,1\right\}$ such that

- $\left\|\Psi_{\mathbf{I}}[f]\right\|_{W^{1, \infty}\left(V_{\mathbf{I}}\right)} \leq 2\|f\|_{W^{1, \infty}(\Omega)}$,
- $\left\|f-\psi_{\mathbf{I}}[f]\right\|_{W^{1, p}\left(V_{\mathbf{I}}\right)} \leq C(s, p, d)[f]_{s, p, V_{\mathbf{I}}} N^{1-s}$,
- $\left\|f-\psi_{\mathbf{I}}[f]\right\|_{L^{p}\left(V_{\mathbf{I}}\right)} \leq C(s, p, d)[f]_{s, p, V_{\mathbf{I}}} N^{-s}$.

Proof. By judiciously choosing the values of $\left\{a_{i}, b_{i}\right\}$, we can ensure that the set $\left\{\operatorname{ReLU}^{2}\left(a_{i}^{T} x+b_{i}\right)\right\}$ forms a complete linear basis of $P\left(V_{\mathbf{I}}\right)$, where

$$
P\left(V_{\mathbf{I}}\right)=\left\{\text { All polynomials on } V_{\mathbf{I}} \text { with degree less than } 2\right\} .
$$

The dimension of $P\left(V_{\mathbf{I}}\right)$ is $\left(d^{2}+3 d+2\right) / 2$. The result of polynomial approximation is a direct consequence of the work of [35].

Now for any $f \in W^{s, p}(\Omega)$, define

$$
\tilde{f}=\sum_{\mathbf{I}} \lambda_{\mathbf{I}} \Psi_{\mathbf{I}}[f]
$$

As $\lambda_{\mathbf{I}}$ and $\Psi_{\mathbf{I}}[f]$ are both $\operatorname{ReLU}^{2}$-neural networks, it follows that $\tilde{f}$ is a neural network with width at most $N^{d}\left(2 d^{2}+6 d+2\right)$ and depth at most $\left\lceil\log _{2} d\right\rceil+5$. Further, we have

$$
\begin{aligned}
\left\|\partial_{i} f-\partial_{i} \tilde{f}\right\|_{L^{p}(\Omega)} & =\left\|\partial_{i} \sum_{\mathbf{I}} \lambda_{\mathbf{I}}\left(f-\Psi_{\mathbf{I}}[f]\right)\right\|_{L^{p}(\Omega)} \\
& \leq \sum_{\mathbf{I}}\left\|\partial_{i} \lambda_{\mathbf{I}}\left(f-\Psi_{\mathbf{I}}[f]\right)\right\|_{L^{p}(\Omega)}+\sum_{\mathbf{I}}\left\|\lambda_{\mathbf{I}} \partial_{i}\left(f-\Psi_{\mathbf{I}}[f]\right)\right\|_{L^{p}(\Omega)} \\
& \leq \sum_{\mathbf{I}}\left\|\partial_{i} \lambda_{\mathbf{I}}\right\|_{L^{\infty}\left(V_{\mathbf{I}}\right)}\left\|\left(f-\Psi_{\mathbf{I}}[f]\right)\right\|_{L^{p}\left(V_{\mathbf{I}}\right)}+\sum_{\mathbf{I}}\left\|\partial_{i}\left(f-\Psi_{\mathbf{I}}[f]\right)\right\|_{L^{p}\left(V_{\mathbf{I}}\right)} \\
& \leq \sum_{\mathbf{I}} 2 N C(s, p, d)[f]_{s, p, V_{\mathbf{I}}} N^{-s}+\sum_{\mathbf{I}} C(s, p, d)[f]_{s, p, V_{\mathbf{I}}} N^{1-s} \\
& \leq C(s, p, d)[f]_{s, p, \Omega} N^{1-s}
\end{aligned}
$$

Summary it all up, now we have proven the Lemma 4.2.
Lemma 4.2. For any $f \in W^{s, p}(\Omega) \cap W^{1, \infty}(\Omega), s \in(1,2]$, there exists a $f_{\phi} \in \mathcal{N}^{2}(\mathcal{W}, \mathcal{D}, \mathcal{B})$ s.t.

$$
\left\|f-f_{\phi}\right\|_{W^{1, p}} \leq C(s, p, d, \Omega)[f]_{s, p, \Omega} \mathcal{W}^{(1-s) / d}
$$

as long as $\mathcal{B} \geq 2\|f\|_{W^{1, \infty}(\Omega)}, \mathcal{D} \geq\left\lceil\log _{2} d\right\rceil+5$ and $\mathcal{W}$ is large enough.
Now, we turn our attention to the approximation error. Let $L_{f}$ be the Lipschitz constant of $f$. Apparently, we have

$$
\begin{aligned}
\mathcal{L}^{\varepsilon}\left(u_{\varepsilon}+v\right)= & \int_{\Omega}\left\|\nabla\left(u_{\varepsilon}+v\right)\right\|_{2}^{2}+2 F\left(u_{\varepsilon}+v\right)-2\left(u_{\varepsilon}+v\right) g d x \\
& +\varepsilon \int_{\partial \Omega}\left(u_{\varepsilon}+v\right)^{2}-2\left(u_{\varepsilon}+v\right) h d s
\end{aligned}
$$

$$
\begin{aligned}
= & \int_{\Omega}\left\|\nabla u_{\varepsilon}\right\|_{2}^{2}+\|\nabla v\|_{2}^{2}-2 \Delta u^{\varepsilon} v+2 F\left(u_{\varepsilon}+v\right)-2\left(u_{\varepsilon}+v\right) g d x \\
& +\varepsilon \int_{\partial \Omega}\left(u_{\varepsilon}+v\right)^{2}-2\left(u_{\varepsilon}+v\right) h d s+\int_{\partial \Omega} 2 v \frac{\partial u^{\varepsilon}}{\partial n} d s \\
= & \int_{\Omega}\left\|\nabla u_{\varepsilon}\right\|_{2}^{2}+\|\nabla v\|_{2}^{2}+2 F\left(u_{\varepsilon}+v\right)-2 f\left(u^{\varepsilon}\right) v-2 u_{\varepsilon} g d x \\
& +\varepsilon \int_{\partial \Omega}\left(u_{\varepsilon}+v\right)^{2}-2\left(u_{\varepsilon}+v\right) h+2 v \frac{1}{\varepsilon} \frac{\partial u^{\varepsilon}}{\partial n} d s \\
= & \int_{\Omega}\|\nabla v\|_{2}^{2}+2\left[F\left(u_{\varepsilon}+v\right)-F\left(u_{\varepsilon}\right)-f\left(u^{\varepsilon}\right) v\right] d x \\
& +\varepsilon \int_{\partial \Omega} v^{2}+2\left(u_{\varepsilon}+\frac{1}{\varepsilon} \frac{\partial u^{\varepsilon}}{\partial n}-h\right) v d s+\mathcal{L}^{\varepsilon}\left(u^{\varepsilon}\right) \\
\leq & \int_{\Omega}\|\nabla v\|_{2}^{2} d x+2 L_{f} \int_{\Omega} v^{2} d x+\varepsilon \int_{\partial \Omega} v^{2} d s+\mathcal{L}^{\varepsilon}\left(u^{\varepsilon}\right) .
\end{aligned}
$$

It leads to

$$
\begin{aligned}
\mathcal{E}_{a p p} & =\inf _{u_{\phi} \in \mathcal{N}^{2}}\left[\mathcal{L}^{\varepsilon}\left(u_{\phi}\right)-\mathcal{L}^{\varepsilon}\left(u^{\varepsilon}\right)\right] \\
& \leq C(\Omega, f) \varepsilon \inf _{u_{\phi} \in \mathcal{N}^{2}}\left\|u_{\phi}-u^{\varepsilon}\right\|_{H^{1}}^{2} \\
& \leq C(\Omega, f) \varepsilon\left(\inf _{u_{\phi} \in \mathcal{N}^{2}}\left\|u_{\phi}-u_{\mathcal{B}}^{\varepsilon}\right\|_{H^{1}}^{2}+\left\|u_{\mathcal{B}}^{\varepsilon}-u^{\varepsilon}\right\|_{H^{1}}^{2}\right) \\
& \leq C\left(\Omega, f, u^{\varepsilon}\right) \varepsilon\left(\mathcal{W}^{-1 / d}+\mathcal{B}^{-q / d}\right)
\end{aligned}
$$

The first inequality arises from the continuity of $\mathcal{L}^{\varepsilon}$. The second inequality is obtained by applying the triangle inequality. By incorporating Lemma 4.2 with the definition of $u_{\mathcal{B}}^{\varepsilon}$, we deduce the final inequality.

### 4.3. Statistical error

This section focuses on bounding the statistical error

$$
\mathcal{E}_{s t a}=2 \sup _{u_{\phi} \in \mathcal{N}^{2}}\left|\mathcal{L}_{K}^{\varepsilon}\left(u_{\phi}\right)-\widehat{\mathcal{L}}_{K}^{\varepsilon}\left(u_{\phi}\right)\right|
$$

We begin by decomposing the statistical error into five parts to estimate them separately. Thus we set

$$
\begin{equation*}
\sup _{u_{\phi} \in \mathcal{N}^{2}}\left|\mathcal{L}_{K}^{\varepsilon}\left(u_{\phi}\right)-\widehat{\mathcal{L}}_{K}^{\varepsilon}\left(u_{\phi}\right)\right| \leq \sum_{j=1}^{5} \sup _{u_{\phi} \in \mathcal{N}^{2}}\left|\mathcal{L}_{j}^{\varepsilon}\left(u_{\phi}\right)-\widehat{\mathcal{L}}_{j}^{\varepsilon}\left(u_{\phi}\right)\right| \tag{4.1}
\end{equation*}
$$

where

$$
\mathcal{L}_{1}^{\varepsilon}(v)=|\Omega| \underset{X \sim U(\Omega)}{\mathbb{E}}\left[\|\nabla v(X)\|_{2}^{2}\right], \quad \widehat{\mathcal{L}}_{1}^{\varepsilon}(v)=\frac{|\Omega|}{N} \sum_{i=1}^{N}\left[\left\|\nabla v\left(X_{i}\right)\right\|_{2}^{2}\right]
$$

$$
\begin{array}{ll}
\mathcal{L}_{2}^{\varepsilon}(v)=2|\Omega| \underset{X \sim U(\Omega)}{\mathbb{E}}[F(v(X))], & \widehat{\mathcal{L}}_{2}^{\varepsilon}(v)=2 \frac{|\Omega|}{N} \sum_{i=1}^{N}\left[F\left(v\left(X_{i}\right)\right)\right], \\
\mathcal{L}_{3}^{\varepsilon}(v)=-2|\Omega| \underset{X \sim U(\Omega)}{\mathbb{E}}\left[v(X) g_{K}(X)\right], & \widehat{\mathcal{L}}_{3}^{\varepsilon}(v)=-2 \frac{|\Omega|}{N} \sum_{i=1}^{N}\left[v\left(X_{i}\right) g_{K}\left(X_{i}\right)\right], \\
\mathcal{L}_{4}^{\varepsilon}(v)=\varepsilon|\partial \Omega| \underset{Y \sim U(\partial \Omega)}{\mathbb{E}}\left[v^{2}(Y)\right], & \widehat{\mathcal{L}}_{4}^{\varepsilon}(v)=\varepsilon \frac{|\partial \Omega|}{M} \sum_{j=1}^{M}\left[v^{2}\left(Y_{j}\right)\right], \\
\mathcal{L}_{5}^{\varepsilon}(v)=-2 \varepsilon|\partial \Omega| \underset{Y \sim U(\partial \Omega)}{\mathbb{E}}[v(Y) h(Y)], & \widehat{\mathcal{L}}_{5}^{\varepsilon}(v)=-2 \varepsilon \frac{|\partial \Omega|}{M} \sum_{j=1}^{M}\left[v\left(Y_{j}\right) h\left(Y_{j}\right)\right] .
\end{array}
$$

Here, $U(\Omega)$ and $U(\partial \Omega)$ represent the uniform distribution on $\Omega$ and $\partial \Omega$, respectively. Given $n$ i.i.d samples $\mathbf{Z}_{n}=\left\{Z_{i}\right\}_{i=1}^{n}$ from a uniform distribution, we can utilize the Rademacher complexity to assess the capacity of a given function class $\mathcal{N}$ restricted on $n$ random samples $\mathbf{Z}_{n}$.

Here is the sketch of bounding the statistic error: First we define the Rademacher complexity $\mathfrak{R}$, covering number $\mathcal{C}_{\infty}$ and pseudo-dimension Pdim from Definitions 4.1 to 4.5 . Then Lemma 4.3 bounds every part of the statistical error by the Rademacher complexity. Lemma 4.4 dominates the Rademacher complexity by an integral of the covering number, which is controlled by the pseudo-dimension through the Lemma 4.5. Finally, Lemma 4.6 expresses the order of the pseudo-dimension through the width and depth of the neural networks. It leads to the Theorem 4.4 combining them all together.

For ease of reading, we state the above lemmas and theorems first and leave their proofs in Appendix A.
Definition 4.1. The Rademacher complexity of a set $A \subseteq \mathrm{R}^{n}$ is defined as

$$
\mathfrak{R}(A):=\mathbb{E}_{\mathbf{Z}_{n}, \sigma_{i}}\left[\sup _{a \in A} \frac{1}{n}\left|\sum_{i} \sigma_{i} a_{i}\right|\right],
$$

where $\left\{\sigma_{i}\right\}_{i=1}^{n}$ are n i.i.d Rademacher variables with $\mathbb{P}\left(\sigma_{i}=1\right)=\mathbb{P}\left(\sigma_{i}=-1\right)=1 / 2$. The Rademacher complexity of function class $\mathcal{N}$ associated with random sample $\mathbf{Z}_{n}$ is defined as

$$
\mathfrak{R}(\mathcal{N}):=\mathbb{E}_{\mathbf{Z}_{n}, \sigma_{i}}\left[\sup _{u \in \mathcal{N}} \frac{1}{n}\left|\sum_{i} \sigma_{i} u\left(Z_{i}\right)\right|\right] .
$$

Definition 4.2. Suppose that $W \subset \mathbb{R}^{n}$. For any $\varepsilon>0$, let $V \subset \mathbb{R}^{n}$ be an $\varepsilon$-cover of $W$ with respect to the distance $d_{\infty}$, that is, for any $u \in W$, there exists a $v \in V$ such that $d_{\infty}(u, v)<\varepsilon$, where $d_{\infty}$ is defined by

$$
d_{\infty}(u, v):=\|u-v\|_{\infty} .
$$

The covering number $\mathcal{C}\left(\varepsilon, W, d_{\infty}\right)$ is defined to be the minimum cardinality among all $\varepsilon$-cover of $W$ with respect to the distance $d_{\infty}$.

Definition 4.3. Suppose that $\mathcal{N}$ is a class of functions from $\Omega$ to $\mathbb{R}$. Given $n$ sample $\mathbf{Z}_{n}=\left(Z_{1}, Z_{2}, \cdots, Z_{n}\right) \in \Omega^{n}, \mathcal{N} \mid \mathbf{z}_{n} \subset \mathbb{R}^{n}$ is defined by

$$
\mathcal{N} \mid \mathbf{z}_{n}=\left\{\left(u\left(Z_{1}\right), u\left(Z_{2}\right), \cdots, u\left(Z_{n}\right)\right): u \in \mathcal{N}\right\} .
$$

The uniform covering number $\mathcal{C}_{\infty}(\varepsilon, \mathcal{N}, n)$ is defined by

$$
\mathcal{C}_{\infty}(\varepsilon, \mathcal{N}, n)=\max _{\mathbf{Z}_{n} \in \Omega^{n}} \mathcal{C}\left(\varepsilon, \mathcal{N} \mid \mathbf{z}_{n}, d_{\infty}\right) .
$$

Definition 4.4. Let $\mathcal{N}$ be a set of functions from $X$ to $\mathbb{R}$. Suppose that $S=\left\{x_{1}, x_{2}, \cdots, x_{n}\right\}$ $\subset X$. We say that $S$ is pseudo shattered by $\mathcal{N}$ if there exists $y_{1}, \cdots, y_{n}$ such that for any $b \in\{0,1\}^{n}$, there exists $a u \in \mathcal{N}$ satisfying

$$
\operatorname{sign}\left(u\left(x_{i}\right)-y_{i}\right)=b_{i}, \quad i=1,2, \ldots, n,
$$

and we say that $\left\{y_{i}\right\}_{i=1}^{n}$ witness the shattering.
Definition 4.5. The pseudo-dimension of $\mathcal{N}$, denoted as $\operatorname{Pdim}(\mathcal{N})$, is defined to be the maximum cardinality among all the sets pseudo-shattered by $\mathcal{N}$.

The following lemma elucidates the relationship between statistical errors and the Rademacher complexity of the function class.

Lemma 4.3. We have

$$
\begin{aligned}
& \mathbb{E}_{\left\{X_{i}\right\}_{i=1}^{N}} \sup _{u \in \mathcal{N}^{2}}\left|\mathcal{L}_{1}^{\varepsilon}(u)-\widehat{\mathcal{L}}_{1}^{\varepsilon}(u)\right| \leq|\Omega| \mathfrak{N}\left(\mathcal{N}^{1,2}\right), \\
& \mathbb{E}_{\left\{X_{i}\right\}_{i=1}^{N} \sup _{u \in \mathcal{N}^{2}}\left|\mathcal{L}_{2}(u)-\widehat{\mathcal{L}}_{2}(u)\right| \leq 2|\Omega|\|f\|_{\infty} \mathfrak{N}\left(\mathcal{N}^{2}\right),} \\
& \mathbb{E}_{\left\{X_{i}\right\}_{i=1}^{N}} \sup _{u \in \mathcal{N}^{2}}\left|\mathcal{L}_{3}^{\varepsilon}(u)-\widehat{\mathcal{L}}_{3}^{\varepsilon}(u)\right| \leq 2|\Omega| K \mathfrak{N}\left(\mathcal{N}^{2}\right), \\
& \mathbb{E}_{\left\{Y_{i}\right\}_{i=1}^{M}} \sup _{u \in \mathcal{N}^{2}}\left|\mathcal{L}_{4}^{\varepsilon}(u)-\widehat{\mathcal{L}}_{4}^{\varepsilon}(u)\right| \leq 2 \varepsilon|\partial \Omega| \mathcal{B} \mathfrak{N}\left(\mathcal{N}^{2}\right), \\
& \mathbb{E}_{\left\{Y_{i}\right\}_{i=1}^{M}} \sup _{u \in \mathcal{N}^{2}}\left|\mathcal{L}_{5}^{\varepsilon}(u)-\widehat{\mathcal{L}}_{5}^{\varepsilon}(u)\right| \leq 4 \varepsilon|\partial \Omega|\|h\|_{\infty} \mathfrak{N}\left(\mathcal{N}^{2}\right) .
\end{aligned}
$$

The proof is given in the Appendix A.
To bound the Rademacher complexity by using the covering numbers defined in Definition 4.5, we refer to Dudley's classical result.

Lemma 4.4 (Dudley's Entropy Formula [15]). Assume that $0 \in \mathcal{N}$ and the diameter of $\mathcal{N}$ is less than $\mathcal{B}$, i.e., $\|u\|_{L^{\infty}(\Omega)} \leq \mathcal{B}, \forall u \in \mathcal{N}$. Then

$$
\mathfrak{R}(\mathcal{N}) \leq \inf _{0<\delta<\mathcal{B}}\left(4 \delta+\frac{12}{\sqrt{n}} \int_{\delta}^{\mathcal{B}} \sqrt{\log (2 \mathcal{C}(\varepsilon, \mathcal{N}, n))} \mathrm{d} \varepsilon\right) .
$$

The proof is given in Appendix A.

The subsequent lemma uncovers the interrelation between covering numbers and pseudo-dimension. In pursuit of an upper bound on the Pdim of piecewise polynomial functions, we refer to the conclusions presented in [4], which are adaptable to the function class defined in our formulation.

Lemma 4.5. Let $\mathcal{N}$ be a set of real functions from a domain $X$ to the bounded interval $[0, \mathcal{B}]$. Let $\varepsilon>0$. Then

$$
\mathcal{C}(\varepsilon, \mathcal{N}, n) \leq \sum_{i=1}^{\operatorname{Pdim}(\mathcal{N})}\binom{n}{i}\left(\frac{\mathcal{B}}{\varepsilon}\right)^{i}
$$

which is less than $(e n \mathcal{B} /(\varepsilon \cdot \operatorname{Pdim}(\mathcal{N})))^{\operatorname{Pdim}(\mathcal{N})}$ for $n \geq \operatorname{Pdim}(\mathcal{N})$.
Proof of the lemma can be found in [1, Theorem 12.2].
Lemma 4.6. Let $\mathcal{N}$ be a set of functions that can be implemented by a neural network with its depth at most $\mathcal{D}$ and its width at most $\mathcal{W}$, and the activation function in each unit is the ReLU or the $\mathrm{ReLU}^{2}$. Then

$$
\operatorname{Pdim}(\mathcal{N}) \leq C_{1} \mathcal{D}^{2} \mathcal{W}^{2}(\mathcal{D}+\log \mathcal{W}) .
$$

The proof is given in the Appendix A. Particularly, based on Eq. (A.1), we have

$$
\operatorname{Pdim}\left(\mathcal{N}^{1,2}\right) \leq C_{2} d^{2} \mathcal{D}^{4} \mathcal{W}^{2}(\mathcal{D}+\log \mathcal{W})
$$

where $C_{1}, C_{2}$ are constant independent of $d$, if $\mathcal{W}>d$.
With the help of these preparations above, the statistical error can easily be bounded by a simple calculation.

## Theorem 4.4.

$$
\mathcal{E}_{\text {sta }} \leq C(\Omega, f, h)(K+\varepsilon \mathcal{B}) \mathcal{B D}^{2} \mathcal{W} \sqrt{\mathcal{D}+\log \mathcal{W}} \sqrt{\frac{\log n}{n}}
$$

Proof. Combining Lemmas 4.3-4.6, it can be obtained that

$$
\sup _{u \in \mathcal{N}^{2}}\left|\mathcal{L}^{\varepsilon}(u)-\widehat{\mathcal{L}}^{\varepsilon}(u)\right| \leq C(\Omega) \mathcal{B N}\left(\mathcal{N}^{1,2}\right)+C(\Omega, f, h)(\varepsilon \mathcal{B}+K) \mathfrak{N}\left(\mathcal{N}^{2}\right),
$$

where

$$
\begin{aligned}
\mathfrak{N}(\mathcal{N}) & \leq 4 \delta+\frac{12}{\sqrt{n}} \int_{\delta}^{\mathcal{B}} \sqrt{\log (2 \mathcal{C}(\varepsilon, \mathcal{N}, n))} \mathrm{d} \varepsilon \\
& \leq 4 \delta+\frac{12}{\sqrt{n}} \mathcal{B} \sqrt{\log (2 \mathcal{C}(\delta, \mathcal{N}, n))} \\
& \leq 4 \delta+\frac{12}{\sqrt{n}} \mathcal{B} \sqrt{\log 2+\operatorname{Pdim}(\mathcal{N}) \log \left(\frac{e n \mathcal{B}}{\delta \operatorname{Pdim}(\mathcal{N})}\right)}
\end{aligned}
$$

for that apparently $\mathcal{C}(\varepsilon, \mathcal{N}, n)$ is a decreasing function of $\varepsilon$. By choosing

$$
\delta=\mathcal{B} \sqrt{\frac{\operatorname{Pdim}(\mathcal{N})}{n}}
$$

it can be acquired that

$$
\begin{aligned}
\mathfrak{N}(\mathcal{N}) & \leq 4 \delta\left\{4+3 \sqrt{\frac{\log 2}{\operatorname{Pdim}(\mathcal{N})}}+\frac{3 \sqrt{6}}{2} \sqrt{\log \left(\frac{n}{\operatorname{Pdim}(\mathcal{N})}\right)}\right\} \\
& \leq C \mathcal{B} \sqrt{\operatorname{Pdim}(\mathcal{N})} \sqrt{\frac{\log n}{n}} .
\end{aligned}
$$

Then by Lemma 4.6, the proof is finished.

## 5. Numerical experiments

As indicated in the introduction, conventional grid-dependent PDE numerical solutions encounter challenges in high dimensions due to the curse of dimensionality. However, through our comprehensive analysis, we have theoretically established a dimension-independent convergence analysis for the Deep Ritz method. To further validate the efficacy of our theory in high dimensions, we conducted a series of numerical experiments.

In this section, we provide examples of approximating solutions to semilinear elliptic equations, including Dirichlet problems with homogeneous and inhomogeneous boundary conditions.

We utilize a neural network consisting of two blocks for solving the equations. Each block comprises two linear transformations, two activation functions, and a residual connection, which can be viewed as a four-layer deep neural network. We use the Adagrad or Adam algorithm with a stepwise decreasing learning rate to minimize Eq. (3.1) during optimization.

All experiments and implementations are conducted in Python 3.9.12 with PyTorch on CentOS, using two Intel(R) Xeon(R) E5-2640 v4 x86_64 Processors clocked at 2.40 GHz and a Nvidia Tesla V100 GPU with 16 GB of graphics memory.

### 5.1. Dirichlet problem with homogeneous boundary condition

We first consider the following homogeneous boundary condition Dirichlet problem:

$$
\begin{cases}-\Delta u+S(u)=g_{1}(x) & \text { on } \Omega  \tag{5.1}\\ T u=0 & \text { on } \partial \Omega\end{cases}
$$

where $\Omega=[0,1]^{10}$ and $S(x)$ is the sigmoid function

$$
S(x)=\frac{1}{1+e^{-x}}
$$

and

$$
g_{1}(x)=8 \sum_{\substack{1 \leq i \leq d \\ i \neq j}} \prod_{j=1}^{d} x_{j}\left(1-x_{j}\right)+S\left(\prod_{i=1}^{d} 4 x_{i}\left(1-x_{i}\right)\right),
$$

$S(x)$ is a nonlinear function in $L^{\infty}(\Omega)$, and is both Lipschitz continuous and nondecreasing. Consequently, it satisfies Assumption 2.1. The exact solution of Eq. (5.1) is given by $u_{1}(x)=\prod_{i=1}^{d} 4 x_{i}\left(1-x_{i}\right)$.

We commence by examining the scenario where $d=2$. A multitude of numerical experiments have been conducted across various network parameter configurations. These empirical findings offer robust evidence supporting the convergence properties of our algorithm.

Initially, we focus on assessing the influence of sampling size $n$ on the solution accuracy. We set the network parameters as $\mathcal{W}=120$ and $\mathcal{D}=4$, while employing different sampling sizes to address problem (5.1). The outcomes are illustrated in Fig. 1, and as anticipated in Fig. 2, a larger sampling size leads to higher accuracy. This observation aligns with the conclusion of Theorem 4.2.

It is worth noting that in the aforementioned numerical experiment, we only sampled $\left\{X_{i}\right\}_{i=1}^{n}$ once at the outset of the calculation. When $n$ is small, the algorithm exhibits poor performance and converges slowly. To enhance both the accuracy and efficiency of the algorithm, we implemented a strategy of resampling $\left\{X_{i}\right\}_{i=1}^{n}$ after each


Figure 1: (Dirichlet problem with homogeneous boundary condition, $d=2$ ). The pointwise difference between the Deep Ritz solution $u_{D R M}$ and the true solution $u_{1}(x)$ under different sample sizes $n$.


Figure 2: (Dirichlet problem with homogeneous boundary condition, $d=2$ ). The $L_{2}$ solution error under different sample sizes $n$.


Figure 3: (Dirichlet problem with homogeneous boundary condition, $d=2$ ). The pointwise difference between the Deep Ritz solution $u_{D R M}$ and the true solution $u_{1}(x)$ under different network widths $\mathcal{W}$.


Figure 4: (Dirichlet problem with homogeneous boundary condition, $d=2$ ). The convergence performance of Deep Ritz Method under different network widths $\mathcal{W}$.
training step or several steps. This process is analogous to batch training on an infinite sample set. By adopting this approach, we can effectively achieve a larger $n$ with relatively modest computational resources, subsequently improving the algorithm's generalization performance. Our extensive experiments have also substantiated the efficacy of this technique. Unless specified otherwise, the sampling size $n$ mentioned in our subsequent experiments refers to the resampled $n$.

The influence of the network width $\mathcal{W}$ on the method is depicted in the Figs. 3 and 4. We conducted experiments with $\mathcal{D}=4$ and $n=150000$. The experimental results demonstrate that a wider network can attain superior accuracy and converge more rapidly. This finding is consistent with our previous conclusion.

We then investigate the case where $d=10$. Due to the high dimensionality and the non-linearity introduced by $S(x)$, solving the equation becomes notably challenging. Traditional computational techniques such as Finite Difference Method (FDM) and Finite Element Method (FEM) have proven ineffective. Despite these challenges, the Deep Ritz method remains effective, as depicted in Fig. 5. We plot the approximation and exact solutions on the diagonal of $\Omega$ as shown in Fig. 5(a). The trend of $L^{2}$ error with epoch is shown in Fig. 5(b), and the loss is shown in Fig. 5(c).

The parameters for this numerical experiment are configured as follows: $\varepsilon=2000$, depth $\mathcal{D}=4$, width $\mathcal{W}=80$, sample size as 200000 , and boundary sample size as 80000 .


c) The loss during the training process

Figure 5: (Dirichlet problem with homogeneous boundary condition, $d=10$ ). Due to the inability to directly visualize functions in high-dimensional spaces, we exclusively present their values along the diagonal of the cubic area and subsequently compare these values with the corresponding values of the true solution.

We employed the Adam algorithm to minimize the objective function, initializing the learning rate at $1.8 e-3$. An equidistant learning rate reduction strategy was employed, where the learning rate was reduced by a factor of 0.9 every 5000 step.

### 5.2. Dirichlet problem with inhomogeneous boundary condition

To illustrate the generality of our theory, we consider the following inhomogeneous Dirichlet problem:

$$
\begin{cases}-\Delta u+S(u)=g_{2}(x) & \text { on } \Omega,  \tag{5.2}\\ T u=T g_{2}(x) & \text { on } \partial \Omega,\end{cases}
$$

where $\Omega=[-1,1]^{10}$, and

$$
g_{2}(x)= \begin{cases}\frac{2}{d}+S\left(\left(\frac{1}{d} \sum_{i=1}^{d} x_{i}\right)^{2}\right), & \left|\frac{1}{d} \sum_{i=1}^{d} x_{i}\right|>\sqrt{0.3} \\ S(0.3), & \left|\frac{1}{d} \sum_{i=1}^{d} x_{i}\right| \leq \sqrt{0.3}\end{cases}
$$

The solution of the above inhomogeneous problem is given by

$$
u_{2}(x)= \begin{cases}\left(\frac{1}{d} \sum_{i=1}^{d} x_{i}\right)^{2}, & \left|\frac{1}{d} \sum_{i=1}^{d} x_{i}\right|>\sqrt{0.3} \\ 0.3, & \left|\frac{1}{d} \sum_{i=1}^{d} x_{i}\right| \leq \sqrt{0.3}\end{cases}
$$

In contrast to the previous equation, this problem (5.2) is not only a non-homogeneous boundary problem but also involves a non-smooth solution.

The parameters for this numerical experiment are configured as follows: $\varepsilon=2000$, depth $\mathcal{D}=4$, width $\mathcal{W}=150$, sample size as 150000 , boundary sample size as 40000 , and other parameters are the same as before. As shown in Fig. 6, the proposed method also accurately approximates the solution in this setting.


c) The loss during the training process

Figure 6: Dirichlet problem with inhomogeneous boundary condition, $d=10$.

## 6. Discussion

In this paper, we investigate the use of ResNet with $\mathrm{ReLU}^{2}$ activations for solving semilinear elliptic problems. We propose a general formulation for computing the so-
lution to semilinear elliptical equations based on a penalized variational form. The penalized variational form is then solved using the Deep Ritz Method. We derive an upper bound on the errors between the estimated solutions and true ones in terms of the depth $\mathcal{D}$ and width $\mathcal{W}$ of the $\operatorname{ReLU}^{2}$ ResNet, as well as the number of training samples $n$. Our simulation results demonstrate the effectiveness of the proposed method in circumventing the curse of dimensionality and validate our theoretical results.

## Appendix A

In this appendix, we present comprehensive proofs of several lemmas introduced in Section 4.3. The statistical error analysis of the Deep Ritz Method follows a standardized process, and thus, it is omitted from the main body of the text.

Proof of Lemma 4.3. We will present the proof in two parts, each of which can be obtained separately using two distinct facts. The first fact is that the Rademacher complexity can be passed on through a Lipschitz continuous function. This fact enables us to establish the last four inequalities.
Lemma A.1. Suppose that $\psi: \mathbb{R}^{d} \times \mathbb{R} \rightarrow \mathbb{R},(x, y) \mapsto \psi(x, y)$ is $\ell$-Lipschitz continuous on $y$ for all $x$. Let $\mathcal{N}$ be a class of functions on $\Omega$ and $\psi \circ \mathcal{N}=\{\psi \circ u: x \mapsto \psi(x, u(x)), u \in \mathcal{N}\}$. Then

$$
\mathfrak{R}(\psi \circ \mathcal{N}) \leq \ell \mathfrak{R}(\mathcal{N}) .
$$

For the deduction of this statement, we cite [24, Corollary 3.17].
Obviously, the Lipschitz constant for the 2nd, 3rd, 4th, and 5th terms are $2\|f\|_{\infty}$, $2 K, 2 \varepsilon \mathcal{B}$, and $4 \varepsilon\|h\|_{\infty}$, respectively. Therefore their conclusion can be yielded directly in the same manner.

The first term requires special treatment due to the fact that the $\nabla$ operator is not Lipschitz continuous. This consideration follows directly from the following claim.

Claim A.1. Let $u$ be a function implemented by a $\operatorname{ReLU}^{2}$ network with depth $\mathcal{D}$ and width $\mathcal{W}$. Then $\|\nabla u\|_{2}^{2}$ can be implemented by a ReLU-ReLU ${ }^{2}$ network with depth $\mathcal{D}+3$ and width $d(\mathcal{D}+2) \mathcal{W}$.

Denote $\operatorname{ReLU}$ and $\operatorname{ReLU}^{2}$ as $\sigma_{1}$ and $\sigma_{2}$, respectively. As long as we show that each partial derivative $D_{i} u, i=1,2, \ldots, d$ can be implemented by a ReLU-ReLU ${ }^{2}$ network respectively, we can easily obtain the network desired since $\|\nabla u\|_{2}^{2}=\sum_{i=1}^{d}\left|D_{i} u\right|^{2}$ and the square function can be implemented by $x^{2}=\sigma_{2}(x)+\sigma_{2}(-x)$.

Now we show that for any $i=1,2, \ldots, d, D_{i} u$ can be implemented by a ReLU$\operatorname{ReLU}^{2}$ network. We will focus on explaining the first two layers in detail, as the process for the layers with $k \geq 3$ is similar and can be derived through induction. For the first layer, since $\sigma_{2}^{\prime}(x)=2 \sigma_{1}(x)$, we have for any $q=1,2, \ldots, n_{1}$

$$
D_{i} u_{q}^{(1)}=D_{i} \sigma_{2}\left(\sum_{j=1}^{d} a_{q j}^{(1)} x_{j}+b_{q}^{(1)}\right)=2 \sigma_{1}\left(\sum_{j=1}^{d} a_{q j}^{(1)} x_{j}+b_{q}^{(1)}\right) \cdot a_{q i}^{(1)} .
$$

Hence, $D_{i} u_{q}^{(1)}$ can be implemented by a ReLU-ReLU2 network with depth 2 and width 1 . For the second layer,

$$
D_{i} u_{q}^{(2)}=D_{i} \sigma_{2}\left(\sum_{j=1}^{n_{1}} a_{q j}^{(2)} u_{j}^{(1)}+b_{q}^{(2)}\right)=2 \sigma_{1}\left(\sum_{j=1}^{n_{1}} a_{q j}^{(2)} u_{j}^{(1)}+b_{q}^{(2)}\right) \cdot \sum_{j=1}^{n_{1}} a_{q j}^{(2)} D_{i} u_{j}^{(1)}
$$

Since $\sigma_{1}\left(\sum_{j=1}^{n_{1}} a_{q j}^{(2)} u_{j}^{(1)}+b_{q}^{(2)}\right)$ and $\sum_{j=1}^{n_{1}} a_{q j}^{(2)} D_{i} u_{j}^{(1)}$ can be implemented by ReLU $\operatorname{ReLU}^{2}$ subnetworks, respectively, and the multiplication can also be implemented by

$$
\begin{aligned}
x \cdot y & =\frac{1}{4}\left[(x+y)^{2}-(x-y)^{2}\right] \\
& =\frac{1}{4}\left[\sigma_{2}(x+y)+\sigma_{2}(-x-y)-\sigma_{2}(x-y)-\sigma_{2}(-x+y)\right]
\end{aligned}
$$

We conclude that $D_{i} u_{q}^{(2)}$ can be implemented by a ReLU-ReLU ${ }^{2}$ network. We have

$$
\mathcal{D}\left(\sigma_{1}\left(\sum_{j=1}^{n_{1}} a_{q j}^{(2)} u_{j}^{(1)}+b_{q}^{(2)}\right)\right)=3, \quad \mathcal{W}\left(\sigma_{1}\left(\sum_{j=1}^{n_{1}} a_{q j}^{(2)} u_{j}^{(1)}+b_{q}^{(2)}\right)\right) \leq \mathcal{W}
$$

and

$$
\mathcal{D}\left(\sum_{j=1}^{n_{1}} a_{q j}^{(2)} D_{i} u_{j}^{(1)}\right)=2, \quad \mathcal{W}\left(\sum_{j=1}^{n_{1}} a_{q j}^{(2)} D_{i} u_{j}^{(1)}\right) \leq \mathcal{W}
$$

Thus $\mathcal{D}\left(D_{i} u_{q}^{(2)}\right)=4, \mathcal{W}\left(D_{i} u_{q}^{(2)}\right) \leq \max \{2 \mathcal{W}, 4\}$.
Now we apply induction for layers $k \geq 3$. For the third layer,

$$
D_{i} u_{q}^{(3)}=D_{i} \sigma_{2}\left(\sum_{j=1}^{n_{2}} a_{q j}^{(3)} u_{j}^{(2)}+b_{q}^{(3)}\right)=2 \sigma_{1}\left(\sum_{j=1}^{n_{2}} a_{q j}^{(3)} u_{j}^{(2)}+b_{q}^{(3)}\right) \cdot \sum_{j=1}^{n_{2}} a_{q j}^{(3)} D_{i} u_{j}^{(2)}
$$

Since

$$
\mathcal{D}\left(\sigma_{1}\left(\sum_{j=1}^{n_{2}} a_{q j}^{(3)} u_{j}^{(2)}+b_{q}^{(3)}\right)\right)=4, \quad \mathcal{W}\left(\sigma_{1}\left(\sum_{j=1}^{n_{2}} a_{q j}^{(3)} u_{j}^{(2)}+b_{q}^{(3)}\right)\right) \leq \mathcal{W}
$$

and

$$
\mathcal{D}\left(\sum_{j=1}^{n_{2}} a_{q j}^{(3)} D_{i} u_{j}^{(2)}\right)=4, \quad \mathcal{W}\left(\sum_{j=1}^{n_{1}} a_{q j}^{(3)} D_{i} u_{j}^{(2)}\right) \leq \max \{2 \mathcal{W}, 4 \mathcal{W}\}=4 \mathcal{W}
$$

we conclude that $D_{i} u_{q}^{(3)}$ can be implemented by a ReLU-ReLU ${ }^{2}$ network and

$$
\mathcal{D}\left(D_{i} u_{q}^{(3)}\right)=5, \quad \mathcal{W}\left(D_{i} u_{q}^{(3)}\right) \leq \max \{5 \mathcal{W}, 4\}=5 \mathcal{W}
$$

We assume that $D_{i} u_{q}^{(k)}, q=1,2, \ldots, n_{k}$ can be implemented by a ReLU-ReLU ${ }^{2}$ network and

$$
\mathcal{D}\left(D_{i} u_{q}^{(k)}\right)=k+2, \quad \mathcal{W}\left(D_{i} u_{q}^{(3)}\right) \leq(k+2) \mathcal{W}
$$

For the $(k+1)$-th layer,

$$
\begin{aligned}
D_{i} u_{q}^{(k+1)} & =D_{i} \sigma_{2}\left(\sum_{j=1}^{n_{k}} a_{q j}^{(k+1)} u_{j}^{(k)}+b_{q}^{(k+1)}\right) \\
& =2 \sigma_{1}\left(\sum_{j=1}^{n_{k}} a_{q j}^{(k+1)} u_{j}^{(k)}+b_{q}^{(k+1)}\right) \cdot \sum_{j=1}^{n_{k}} a_{q j}^{(k+1)} D_{i} u_{j}^{(k)} .
\end{aligned}
$$

Since

$$
\begin{aligned}
& \mathcal{D}\left(\sigma_{1}\left(\sum_{j=1}^{n_{k}} a_{q j}^{(k+1)} u_{j}^{(k)}+b_{q}^{(k+1)}\right)\right)=k+2 \\
& \mathcal{W}\left(\sigma_{1}\left(\sum_{j=1}^{n_{k}} a_{q j}^{(k+1)} u_{j}^{(k)}+b_{q}^{(k+1)}\right)\right) \leq \mathcal{W} \\
& \mathcal{D}\left(\sum_{j=1}^{n_{k}} a_{q j}^{(k+1)} D_{i} u_{j}^{(k)}\right)=k+2 \\
& \mathcal{W}\left(\sum_{j=1}^{n_{k}} a_{q j}^{(k+1)} D_{i} u_{j}^{(k)}\right) \leq \max \{(k+2) \mathcal{W}, 4 \mathcal{W}\}=(k+2) \mathcal{W}
\end{aligned}
$$

we conclude that $D_{i} u_{q}^{(k+1)}$ can be implemented by a ReLU-ReLU ${ }^{2}$ network and

$$
\begin{aligned}
& \mathcal{D}\left(D_{i} u_{q}^{(k+1)}\right)=k+3 \\
& \mathcal{W}\left(D_{i} u_{q}^{(k+1)}\right) \leq \max \{(k+3) \mathcal{W}, 4\}=(k+3) \mathcal{W}
\end{aligned}
$$

Hence, we derive that $D_{i} u=D_{i} u_{1}^{\mathcal{D}}$ can be implemented by a ReLU-ReLU ${ }^{2}$ network and $\mathcal{D}\left(D_{i} u\right)=\mathcal{D}+2, \mathcal{W}\left(D_{i} u\right) \leq(\mathcal{D}+2) \mathcal{W}$. Finally, we obtain

$$
\begin{equation*}
\mathcal{D}\left(\|\nabla u\|^{2}\right)=\mathcal{D}+3, \quad \mathcal{W}\left(\|\nabla u\|^{2}\right) \leq d(\mathcal{D}+2) \mathcal{W} \tag{A.1}
\end{equation*}
$$

The proof is complete.
Proof of Lemma 4.4. First, we introduce Massart's finite class lemma whose proof can be found in [6].

Lemma A. 2 (Massart's Finite Class Lemma [6]). For any finite set $V \in \mathbb{R}^{n}$ with diameter $D=\sum_{v \in V}\|v\|_{2}$, then

$$
\mathbb{E}_{\sigma_{i}}\left[\sup _{v \in V} \frac{1}{n}\left|\sum_{i} \sigma_{i} v_{i}\right|\right] \leq \frac{D}{n} \sqrt{2 \log (2|V|)}
$$

where $\left\{\sigma_{i}\right\}_{i=1}^{n}$ are the Rademacher variables defined the same as in Definition 4.1.

Set $\varepsilon_{j}=2^{-k+1} B$. We denote $\mathcal{F}_{k}$ as an $\varepsilon_{k}$-cover of $\mathcal{F}$ and $\left|\mathcal{F}_{k}\right|=\mathcal{C}\left(\varepsilon_{k}, \mathcal{F},\|\cdot\|_{\infty}\right)$. Hence, for any $u \in \mathcal{F}$, there exists $u_{k} \in \mathcal{F}_{k}$ such that $\left\|u-u_{k}\right\|_{\infty} \leq \varepsilon_{k}$. Let $K$ be a positive integer determined later. We have

$$
\begin{aligned}
& \mathbb{E}_{\left\{\sigma_{i}, Z_{i}\right\}_{i=1}^{n}} {\left[\sup _{u \in \mathcal{F}} \frac{1}{n}\left|\sum_{i=1}^{n} \sigma_{i} u\left(Z_{i}\right)\right|\right] } \\
&=\mathbb{E}_{\left\{\sigma_{i}, Z_{i}\right\}_{i=1}^{n}}\left[\left.\sup _{u \in \mathcal{F}} \frac{1}{n} \right\rvert\, \sum_{i=1}^{n} \sigma_{i}\left(u\left(Z_{i}\right)-u_{K}\left(Z_{i}\right)\right)\right. \\
&\left.+\sum_{j=1}^{K-1} \sum_{i=1}^{n} \sigma_{i}\left(u_{j+1}\left(Z_{i}\right)-u_{j}\left(Z_{i}\right)\right)+\sum_{i=1}^{n} \sigma_{i} u_{1}\left(Z_{i}\right) \mid\right] \\
& \leq \mathbb{E}_{\left\{\sigma_{i}, Z_{i}\right\}_{i=1}^{n}}\left[\sup _{u \in \mathcal{F}} \frac{1}{n}\left|\sum_{i=1}^{n} \sigma_{i}\left(u\left(Z_{i}\right)-u_{K}\left(Z_{i}\right)\right)\right|\right] \\
& \quad+\sum_{j=1}^{K-1} \mathbb{E}_{\left\{\sigma_{i}, Z_{t}\right\}_{i=1}^{n}}\left[\sup _{u \in \mathcal{F}} \frac{1}{n}\left|\sum_{i=1}^{n} \sigma_{i}\left(u_{j+1}\left(Z_{i}\right)-u_{j}\left(Z_{i}\right)\right)\right|\right] \\
& \quad+\mathbb{E}_{\left\{\sigma_{i}, Z_{t}\right\}_{k=1}^{n}}\left[\begin{array}{l}
\left.\sup _{u \in \mathcal{F}} \frac{1}{n}\left|\sum_{i=1}^{n} \sigma_{i} u_{1}\left(Z_{i}\right)\right|\right] .
\end{array}\right.
\end{aligned}
$$

Since $0 \in \mathcal{F}$, we can choose $\mathcal{F}_{1}=\{0\}$ to eliminate the third term. For the first term,

$$
\begin{aligned}
& \mathbb{E}_{\left\{\sigma_{i}, Z_{i}\right\}_{t=1}^{n}}\left[\sup _{u \in \mathcal{F}} \frac{1}{n}\left|\sum_{i=1}^{n} \sigma_{i}\left(u\left(Z_{i}\right)-u_{K}\left(Z_{i}\right)\right)\right|\right] \\
\leq & \mathbb{E}_{\left\{\sigma_{i}, Z_{i}\right\}_{i=1}^{n}}\left[\sup _{u \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^{n}\left|\sigma_{i}\right|\left\|u-u_{K}\right\|_{\infty}\right] \leq \varepsilon_{K} .
\end{aligned}
$$

For the second term, defining $v_{i}^{j}=u_{j+1}\left(Z_{i}\right)-u_{j}\left(Z_{i}\right)$, and applying Lemma A.2, we have

$$
\begin{aligned}
& \sum_{j=1}^{K-1} \mathbb{E}_{\{\sigma\}_{i=1}^{n}}\left[\sup _{u \in \mathcal{F}} \frac{1}{n}\left|\sum_{i=1}^{n} \sigma_{i}\left(u_{j+1}\left(Z_{i}\right)-u_{j}\left(Z_{i}\right)\right)\right|\right] \\
= & \sum_{j=1}^{K-1} \mathbb{E}_{\left\{\sigma_{t}\right\}_{t=1}^{n}}\left[\sup _{v \in V_{j}} \frac{1}{n}\left|\sum_{i=1}^{n} \sigma_{i} v_{i}^{j}\right|\right] \leq \sum_{j=1}^{K-1} \frac{D_{j}}{n} \sqrt{2 \log \left(2\left|V_{j}\right|\right)} .
\end{aligned}
$$

By the definition of $V_{j}$, we know that $\left|V_{j}\right| \leq\left|\mathcal{F}_{j}\right|\left|\mathcal{F}_{j+1}\right| \leq\left|\mathcal{F}_{j+1}\right|^{2}$ and

$$
\begin{aligned}
\|V\|_{2} & =\left(\sum_{i=1}^{n}\left|u_{j+1}\left(Z_{i}\right)-u_{j}\left(Z_{i}\right)\right|^{2}\right)^{1 / 2} \\
& \leq \sqrt{n}\left\|u_{j+1}-u_{j}\right\|_{\infty}
\end{aligned}
$$

$$
\begin{aligned}
& \leq \sqrt{n}\left\|u_{j+1}-u\right\|_{\infty}+\sqrt{n}\left\|u_{j}-u\right\|_{\infty} \\
& =\sqrt{n} \varepsilon_{j+1}+\sqrt{n} \varepsilon_{j}=3 \sqrt{n} \varepsilon_{j+1}
\end{aligned}
$$

Hence,

$$
\begin{aligned}
& \sum_{j=1}^{K-1} \mathbb{E}_{\left\{\sigma_{i}, Z_{t}\right\}_{t=1}^{n}}\left[\sup _{u \in \mathcal{F}} \frac{1}{n}\left|\sum_{i=1}^{n} \sigma_{i}\left(u_{j+1}\left(Z_{i}\right)-u_{j}\left(Z_{i}\right)\right)\right|\right] \\
\leq & \sum_{j=1}^{K-1} \frac{D_{j}}{n} \sqrt{2 \log \left(2\left|V_{j}\right|\right)} \leq \sum_{j=1}^{K-1} \frac{3 \varepsilon_{j+1}}{\sqrt{n}} \sqrt{2 \log \left(2\left|\mathcal{F}_{j+1}\right|^{2}\right)} .
\end{aligned}
$$

Now we obtain

$$
\begin{aligned}
& \mathbb{E}_{\left\{\sigma_{i}, Z_{i}\right\}_{i=1}^{n}}\left[\sup _{u \in \mathcal{F}} \frac{1}{n}\left|\sum_{i=1}^{n} \sigma_{i} u\left(Z_{i}\right)\right|\right] \\
\leq & \varepsilon_{K}+\sum_{j=1}^{K-1} \frac{6 \varepsilon_{j+2}}{\sqrt{n}} \sqrt{2 \log \left(2\left|\mathcal{F}_{j+1}\right|^{2}\right)} \\
= & \varepsilon_{K}+\frac{6}{\sqrt{n}} \sum_{j=1}^{K-1}\left(\varepsilon_{j+1}-\varepsilon_{j+2}\right) \sqrt{2 \log \left(2 \mathcal{C}\left(\varepsilon_{j+1}, \mathcal{F},\|\cdot\|_{\infty}\right)^{2}\right)} \\
\leq & \varepsilon_{K}+\frac{6}{\sqrt{n}} \int_{\varepsilon_{K+1}}^{B / 2} \sqrt{2 \log \left(2 \mathcal{C}\left(\varepsilon, \mathcal{F},\|\cdot\|_{\infty}\right)^{2}\right)} d \varepsilon .
\end{aligned}
$$

The lemma can be concluded by selecting an appropriate $K$ such that $\varepsilon_{K+2}<\delta \leq \varepsilon_{K+1}$ for any $0<\delta<B / 2$.

Proof of Lemma 4.6. The sketch of the proof is given as follows: Firstly, the VCdim and pseudo-shattering is introduced as a lower bound of the Pdim. Then the VCdim for a polynomial is estimated through a lemma in [1]. Based on the conclusion above, the proof can be finished by a deduction similar to [4, Theorem 6].

Here are the definitions of pseudo-shattering and VCdim.
Definition A.1. Let $\mathcal{N}$ be a set of functions from $X=\Omega(\partial \Omega)$ to $\{0,1\}$. Suppose that $S=\left\{x_{1}, x_{2}, \cdots, x_{n}\right\} \subset X$. We say that $S$ is shattered by $\mathcal{N}$ if for any $b \in\{0,1\}^{n}$, there exists a $u \in \mathcal{N}$ satisfying

$$
u\left(x_{i}\right)=b_{i}, \quad i=1,2, \ldots, n
$$

Definition A.2. The VC-dimension of $\mathcal{N}$, denoted as $\operatorname{VCdim}(\mathcal{N})$, is defined to be the maximum cardinality among all sets shattered by $\mathcal{N}$.

Lemma A. 3 is introduced to estimate the Pdim for polynomials. The proof can be found in [1, Theorem 8.3].

Lemma A.3. Let $p_{1}, \cdots, p_{m}$ be polynomials with $n$ variables of degree at most $d$. If $n \leq m$, then

$$
\left|\left\{\left(\operatorname{sign}\left(p_{1}(x)\right), \cdots, \operatorname{sign}\left(p_{m}(x)\right)\right): x \in \mathbb{R}^{n}\right\}\right| \leq 2\left(\frac{2 e m d}{n}\right)^{n}
$$

The argument follows from the proof of [4, Theorem 6]. The result stated here is somewhat stronger than $[4$, Theorem 6] since $\operatorname{VCdim}(\operatorname{sign}(\mathcal{N})) \leq \operatorname{Pdim}(\mathcal{N})$.

We consider a new set of functions

$$
\widetilde{\mathcal{N}}=\{\widetilde{u}(x, y)=\operatorname{sign}(u(x)-y): u \in \mathcal{N}\}
$$

It is clear that $\operatorname{Pdim}(\mathcal{N}) \leq \operatorname{VCdim}(\widetilde{\mathcal{N}})$. We now bound the VC-dimension of $\widetilde{\mathcal{N}}$. Denoting $\mathcal{M}$ as the total number of parameters (weights and biases) in the neural networks implementing functions in $\mathcal{N}$, our objective is to derive a uniform bound for

$$
K_{\left\{x_{i}\right\},\left\{y_{i}\right\}}(m):=\left|\left\{\left(\operatorname{sign}\left(u\left(x_{1}, a\right)-y_{1}\right), \ldots, \operatorname{sign}\left(u\left(x_{m}, a\right)-y_{m}\right)\right): a \in \mathbb{R}^{\mathcal{M}}\right\}\right|
$$

over all $\left\{x_{i}\right\}_{i=1}^{m} \subset X$ and $\left\{y_{i}\right\}_{i=1}^{m} \subset \mathbb{R}$. Actually, the maximum of $K_{\left\{x_{i}\right\},\left\{y_{i}\right\}}(m)$ over all $\left\{x_{i}\right\}_{i=1}^{m} \subset X$ and $\left\{y_{i}\right\}_{i=1}^{m} \subset \mathbb{R}$ is the growth function $\mathcal{G}_{\widetilde{\mathcal{N}}}(m)$.

In order to apply Lemma A.3, we partition the parameter space $\mathbb{R}^{\mathcal{M}}$ into several subsets to ensure that in each subset $u\left(x_{i}, a\right)-y_{i}$ is a polynomial with respect to $a$ without any breakpoints. In fact, our partition is the same as the partition in [4]. Denote the partition as $\left\{P_{1}, P_{2}, \cdots, P_{N}\right\}$ with some integer $N$ satisfying

$$
\begin{equation*}
N \leq \prod_{i=1}^{\mathcal{D}-1} 2\left(\frac{2 e m k_{i}\left(1+(i-1) 2^{i-1}\right)}{\mathcal{M}_{i}}\right)^{\mathcal{M}_{i}} \tag{A.2}
\end{equation*}
$$

where $k_{i}$ and $\mathcal{M}_{i}$ denote the number of units at the $i$-th layer and the total number of parameters at the inputs to units in all the layers up to layer $i$ of the neural networks implementing functions in $\mathcal{N}$, respectively. See [4] for the construction of the partition. Obviously we have

$$
\begin{equation*}
K_{\left\{x_{i}\right\},\left\{y_{i}\right\}}(m) \leq \sum_{i=1}^{N}\left|\left\{\left(\operatorname{sign}\left(u\left(x_{1}, a\right)-y_{1}\right), \cdots, \operatorname{sign}\left(u\left(x_{m}, a\right)-y_{m}\right)\right): a \in P_{i}\right\}\right| \tag{A.3}
\end{equation*}
$$

Note that $u\left(x_{i}, a\right)-y_{i}$ is a polynomial with respect to $a$ with degree the same as the degree of $u\left(x_{i}, a\right)$, which is equal to $1+(\mathcal{D}-1) 2^{\mathcal{D}-1}$ as shown in [4]. Hence, by Lemma A.3, we have

$$
\begin{align*}
& \left|\left\{\left(\operatorname{sign}\left(u\left(x_{1}, a\right)-y_{1}\right), \cdots, \operatorname{sign}\left(u\left(x_{m}, a\right)-y_{m}\right)\right): a \in P_{i}\right\}\right| \\
\leq & 2\left(\frac{2 e m\left(1+(\mathcal{D}-1) 2^{\mathcal{D}-1}\right)}{\mathcal{M}_{\mathcal{D}}}\right)^{\mathcal{M}_{\mathcal{D}}} \tag{A.4}
\end{align*}
$$

Combining Eqs. (A.2)-(A.4) yields

$$
K_{\left\{x_{i}\right\},\left\{y_{i}\right\}}(m) \leq \prod_{i=1}^{\mathcal{D}} 2\left(\frac{2 e m k_{i}\left(1+(i-1) 2^{i-1}\right)}{\mathcal{M}_{i}}\right)^{\mathcal{M}_{i}}
$$

We then have

$$
\mathcal{G}_{\widetilde{\mathcal{N}}}(m) \leq \prod_{i=1}^{\mathcal{D}} 2\left(\frac{2 e m k_{i}\left(1+(i-1) 2^{i-1}\right)}{\mathcal{M}_{i}}\right)^{\mathcal{M}_{i}}
$$

since the maximum of $K_{\left\{x_{i}\right\},\left\{y_{i}\right\}}(m)$ over all $\left\{x_{i}\right\}_{i=1}^{m} \subset X$ and $\left\{y_{i}\right\}_{i=1}^{m} \subset \mathbb{R}$ is the growth function $\mathcal{G}_{\widetilde{\mathcal{N}}}(m)$. Using algebras as that of the proof of [4, Theorem 6], we obtain

$$
\operatorname{Pdim}(\mathcal{N}) \leq C\left(\mathcal{D}^{2} \mathcal{W}^{2} \log \mathcal{U}+\mathcal{D}^{3} \mathcal{W}^{2}\right) \leq C\left(\mathcal{D}^{2} \mathcal{W}^{2}(\mathcal{D}+\log \mathcal{W})\right)
$$

where $\mathcal{U}$ refers to the number of units of the neural networks implementing functions in $\mathcal{N}$.
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