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Abstract

In this paper, we study the strong convergence of a jump-adapted implicit Milstein

method for a class of jump-diffusion stochastic differential equations with non-globally

Lipschitz drift coefficients. Compared with the regular methods, the jump-adapted meth-

ods can significantly reduce the complexity of higher order methods, which makes them

easily implementable for scenario simulation. However, due to the fact that jump-adapted

time discretization is path dependent and the stepsize is not uniform, this makes the numer-

ical analysis of jump-adapted methods much more involved, especially in the non-globally

Lipschitz setting. We provide a rigorous strong convergence analysis of the considered

jump-adapted implicit Milstein method by developing some novel analysis techniques and

optimal rate with order one is also successfully recovered. Numerical experiments are

carried out to verify the theoretical findings.
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1. Introduction

In this paper, we consider numerical solution of jump-diffusion Itô stochastic differential

equations of the form

{
dXt = f(Xt−)dt+ g(Xt−)dWt + h(Xt−)dNt, t ∈

(
0, T

]
,

X0 = x0,
(1.1)

where T > 0 is a fixed constant, Xt− denotes lims↑t Xs, f : R
m → Rm is the drift coefficient,

g : Rm → Rm×d is the diffusion coefficient which is frequently written as g = (gi,j)m×d =

(g1, g2, · · · , gd) for gi,j : R
m → R and gj : R

m → Rm, j ∈ {1, . . . , d}, h : Rm → Rm is the jump

coefficient, with m, d ∈ N+. Here Wt is a d-dimensional Wiener process and Nt is a scalar

Poisson process with intensity λ > 0, both defined on a complete probability space (Ω,F ,P),

with a normal filtration F : = {Ft}t∈[0,T ], and they are independent with each other. Specific

conditions on the coefficients f, g, h and the initial value x0 will be given in next section.
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Jump-diffusion stochastic differential equations (JSDEs) have found many applications in

biology, physics, chemistry, engineering, finance, and insurance. Especially in the area of finance

and insurance, jump-diffusion models are often used to describe the dynamic evolution of various

state variables, such as stock indices, asset prices, interest rates, credit ratings, exchange rates

or commodity prices. In these models, the jump driving part is often used to characterize and

capture the event-driven uncertainties and the unexpected abrupt changes, such as corporate

defaults, operational failures or insured accidents. For more details on the application of jump-

diffusion stochastic differential equations in the financial field, we refer the reader to the books

[9, 32].

Since most of JSDEs cannot be solved explicitly, it is necessary and important to develop

discrete time approximations to study the behavior of jump-diffusion models and solve practical

application problems. In view of the above reason, the study of numerical approximation of

JSDEs has been attracting lots of attention. Generally, the discrete time approximations of

JSDEs are divided into regular and jump-adapted schemes. Regular schemes employ time

discretizations that do not include the jump times of the Poisson process, while jump-adapted

schemes are based on jump-adapted time discretizations which include these jump times.

As far as the regular schemes are concerned, up to now, a lot of research results have been

achieved, see [1, 3–5, 11, 14, 17–19, 32–34, 37] and the references therein. However, in the vast

majority of the above mentioned research articles, a global Lipschitz assumption on the coeffi-

cients of JSDEs is often used. Note that the assumption of global Lipschitz continuity is very

restrictive and many practical problems fail to satisfy such condition. In fact, the coefficients of

numerous JSDEs used to describe financial models are either super-linear growth or sub-linear

growth, which are obviously not globally Lipschitz continuous. Therefore, the theoretical analy-

sis basis of many existing numerical methods has changed. This makes the scope of application

of those numerical methods whose theoretical framework are based on global Lipschitz condi-

tion, greatly reduced, and those numerical methods even no longer be applicable. Therefore,

in recent years, many scholars have begun to turn to dealing with numerical approximation

of JSDEs under some weaker conditions, such as local Lipschitz condition, one-sided Lipschitz

condition, and great progress has been made, see [6–8,10,12,13,15,20–23,25,27,35,36,38,39,41].

To avoid the generation of multiple stochastic integrals with respect to the Poisson process,

jump-adapted approximations were first introduced in [31]. As the jump-adapted time dis-

cretizations include all jump times generated by the Poisson process, the form of the resulting

schemes is much simpler than that of the regular schemes, significantly reducing the complexity

of higher order schemes. Hence the jump-adapted time discretization makes these correspond-

ing schemes easily implementable for scenario simulation. Up to now, various jump-adapted

numerical methods have been formulated and analyzed in [2, 24, 26, 28, 29, 32] and references

therein. Nevertheless, like the regular case, most of convergence results for jump-adapted

approximations are always analyzed in the globally Lipschitz setting, and there exist only a

very limited number of works devoted to the numerical study of jump-adapted schemes under

the non-global Lipschitz condition. A transformed jump-adapted backward Euler method for

a class of jump-diffusion financial models whose coefficients do not satisfy the global Lipschitz

condition was studied in [40].

The main objective of this paper is to study the strong convergence of a jump-adapted

implicit Milstein method for a class of general jump-diffusion models, for which we require that

the drift coefficient is one-sided Lipschitz continuous, and the diffusion coefficient and the jump

coefficient are globally Lipschitz continuous (see Assumption 2.1 in the next section). Due to
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the presence of non-globally Lipschitz drift coefficients, the numerical analysis developed in

the existing works does not work in the present framework. In the error analysis, we do not

measure the approximation error Ek := Ytk −Xtk directly. Based on certain error terms only

getting involved with the exact solution processes, we first establish an upper mean-square error

bounds for the discrepancy between the intermediate solutions, namely Ek− := Ytk−

− Xtk−

.

Then by taking properties of the jump-adapted grids into account and using some techniques

from stochastic analysis, we finally prove the strong convergence for the considered jump-

adapted implicit Milstein method and successfully recover the expected optimal mean-square

convergence rate of order one. To our best knowledge, this is the first paper to consider the

jump-adapted implicit Milstein method in the non-globally Lipschitz drift coefficients setting.

This paper is organized as follows. In Section 2, some notation and preliminaries are col-

lected. The well-posedness of the considered problem (1.1) and properties of the exact solution

are discussed. In Section 3 the jump-adapted implicit Milstein method is introduced and its

strong convergence rate is analyzed. Numerical experiments confirming the previous findings

are presented in Section 4. Finally, we give some brief remarks in Section 5.

2. Preliminaries

We first introduce some notation used throughout the paper. Letting | · | denotes both the

Euclidean vector norm and the Hilbert-Schmidt matrix norm. Denote by 〈·, ·〉 the inner product

in Rm. Let x ∨ y := max{x, y} for any x, y ∈ R. Let FW
t := σ(Ws, 0 ≤ s ≤ t) denote the

natural filtration generated by the Wiener processWt and FN
t := σ(Ns, 0 ≤ s ≤ t) represent the

natural filtration generated by the Poisson process Nt. Define Ft := σ
(
FW

s

⋃
FN

s , 0 ≤ s ≤ t
)
,

augmented by all P-null sets of F . Let F : = {Ft}t∈[0,T ]. Define the conditional expectations

EN
[
X
]
:= E

[
X |FN

T

]
and EN

[
X |FW

t

]
:= E

[
X |σ

(
FW

t ∪ FN
T

)]
. From now on, we will work on

the filtered probability space
(
Ω,F ,F,P

)
.

Next, we give some assumptions to guarantee the well-posedness of the considered prob-

lem (1.1).

Assumption 2.1. The coefficients f, g, and h are continuously differentiable. Moreover, the

drift coefficient f satisfies the one-sided Lipschitz condition, i.e., there exists a positive constant

K1 such that

〈x− y, f(x)− f(y)〉 ≤ K1|x− y|2, ∀x, y ∈ R
m, (2.1)

and the diffusion coefficient g and jump coefficient h satisfy the global Lipschitz conditions

|g(x)− g(y)|2 ≤ K2|x− y|2, ∀ x, y ∈ R
m, (2.2)

|h(x) − h(y)|2 ≤ K3|x− y|2, ∀ x, y ∈ R
m, (2.3)

where K2 and K3 are positive constants.

Remark 2.1. By (2.1)-(2.3), we can easily get

〈x, f(x)〉 ∨ |g(x)|2 ∨ |h(x)|2 ≤ L(1 + |x|2), ∀x ∈ R
m, (2.4)

where

L = max

{(
K1 +

1

2

)
,
1

2
|f(0)|2, 2K2, 2|g(0)|

2, 2K3, 2|h(0)|
2

}
.
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Assumption 2.2. The initial value X0 = x0 satisfies that for any p > 2, there exists a positive

constant Kp such that

E
[
|x0|

p
]
≤ Kp. (2.5)

Lemma 2.1 ([13]). Under Assumptions 2.1-2.2, the problem (1.1) admits a unique solution

{Xt, t ∈ [0, T ]} satisfying that for each p > 2, there is a constant K = K(p, T ) such that

E

[
sup

t∈[0,T ]

|Xt|
p
]
≤ K

(
1 + E

[
|x0|

p
])

. (2.6)

Corollary 2.1. By Lemma 2.1, we have, for each p > 2, there is a constant K̃ = K̃(p, T ) such

that

sup
t∈[0,T ]

E
[
|Xt|

p
]
≤ K̃

(
1 + E

[
|x0|

p
])

. (2.7)

In the following, based on Assumption 2.1, we further impose some extra conditions on the

drift and diffusion coefficients, which will be used in our convergence analysis.

Assumption 2.3. Suppose there is a constant K4 and a positive constant κ ≥ 1 such that,
∣∣∣∣
(
∂f

∂x
(x)−

∂f

∂x
(y)

)
z

∣∣∣∣ ≤ K4

(
1 + |x|+ |y|

)κ−1
|x− y||z|, ∀x, y, z ∈ R

m. (2.8)

Remark 2.2. Assumption 2.3 implies that there is a constant K4 > 0 such that
∣∣∣∣
∂f

∂x
(x)z

∣∣∣∣ ≤ K4

(
1 + |x|

)κ
|z|, ∀x, z ∈ R

m. (2.9)

As a consequence, one also gets that there exists a constant K5 > 0 such that

|f(x)− f(y)| ≤ K5

(
1 + |x|+ |y|

)κ
|x− y|, ∀x, y ∈ R

m, (2.10)

which implies

|f(x)| ≤ K6

(
1 + |x|1+κ

)
, ∀x ∈ R

m, (2.11)

where K6 is a positive constant.

Assumption 2.4. Suppose the diffusion coefficient g further fulfils that there exist constants

K7 and K8 such that,

d∑

j1,j2=1

|Lj1gj2(x)− Lj1gj2(y)|
2 ≤ K7|x− y|2, ∀x, y ∈ R

m, (2.12)

∣∣∣∣
(
∂gj
∂x

(x) −
∂gj
∂x

(y)

)
z

∣∣∣∣
2

≤ K8|x− y|2|z|2, ∀x, y, z ∈ R
m, j ∈ {1, . . . , d}, (2.13)

where

Lj1 :=

m∑

k=1

gk,j1
∂

∂xk
, j1 ∈ {1, . . . , d}.

Remark 2.3. It follows from (2.13) that

∣∣∣
∂gj
∂x

(x)z
∣∣∣
2

≤ K9(1 + |x|2)|z|2, ∀x, z ∈ R
m, j ∈ {1, . . . , d}, (2.14)

where K9 is a positive constant.
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3. The Jump-Adapted Method and Its Strong Convergence Analysis

3.1. The jump-adapted method

Firstly, we construct a jump-adapted time partition

T = {0 = t0 < t1 < · · · < tnT
= T },

produced by a superposition of the jump times {τ1, τ2, . . . , τNT
} to a deterministic equidistant

grid with time stepsize ∆t = T
M
. Here nT = max{n ∈ {0, 1, . . .} : tn ≤ T } < ∞. In this way the

jump-adapted time discretization including jump times is path-dependent and the maximum

stepsize of the jump-adapted partition is ∆t. On the grid T , {Xt}t∈[0,T ] can be expressed as





Xtk+1−

= Xtk +

∫ tk+1

tk

f(Xt)dt+

∫ tk+1

tk

g(Xt)dWt,

Xtk+1
= Xtk+1−

+ h(Xtk+1−
)∆Nk

(3.1)

for k = 0, 1, . . . , nT − 1. Accordingly we propose the jump-adapted implicit Milstein method

(JAIMM) for (1.1), defined through Y0 = X0 and for k = 0, 1, . . . , nT − 1, as





Ytk+1−

= Ytk + f(Ytk+1−
)∆tk + g(Ytk)∆Wk +

d∑

j1,j2=1

Lj1gj2(Ytk)I
tk,tk+1

j1,j2
,

Ytk+1
= Ytk+1−

+ h(Ytk+1−
)∆Nk,

(3.2)

where ∆tk := tk+1 − tk, ∆Wk := Wtk+1
−Wtk , ∆Nk := Ntk+1

−Ntk ∈ {0, 1}, and

Lj1 :=

m∑

k=1

gk,j1
∂

∂xk
, I

tk,tk+1

j1,j2
:=

∫ tk+1

tk

∫ s2

tk

dW j1
s1
dW j2

s2
, j1, j2 ∈ {1, . . . , d}. (3.3)

A further closer look at (3.2) suggests

{
Ytk+1

= Ytk+1−
+ h(Ytk+1−

), if tk+1 is a jump time,

Ytk+1
= Ytk+1−

, otherwise.
(3.4)

3.2. Strong convergence analysis

Throughout the following analysis, by C we denote a generic positive constant that may

change between occurrences but is independent of ∆t. Note that the method (3.2) is an im-

plicit method and the question of existence and uniqueness arises. The following lemma gives

a positive answer.

Lemma 3.1. Under Assumption 2.1, if K1∆t ≤ c0 < 1 with K1 from (2.1) and c0 ∈ (0, 1),

then the method (3.2) is well-defined.

Proof. The proof is similar to that of Lemma 3.4 in [16] and Lemma 2.3 in [30], so we omit

it here. �

Note that within the interval [tk, tk+1), the problem (1.1) evolves as an SDE without jump.

Then we have the following result.
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Lemma 3.2. For fixed k, let s, t ∈ [tk, tk+1). Then for any q ≥ 2, it holds

E[|Xt −Xs|
q] ≤ C(t− s)

q

2 ,

where C is a positive constant.

Proof. Suppose t > s. By virtue of Hölder’s inequality, we deduce

E
[
|Xt −Xs|

q
]
= E

[∣∣∣
∫ t

s

f(Xr)dr +

∫ t

s

g(Xr)dWr

∣∣∣
q
]

≤ 2q−1
E

[∣∣∣
∫ t

s

f(Xr)dr
∣∣∣
q]

+ 2q−1
E

[∣∣∣
∫ t

s

g(Xr)dWr

∣∣∣
q
]

≤ C(t− s)q−1
E

[ ∫ t

s

∣∣f(Xr)
∣∣qdr

]
+ C(t− s)

q−2

2 E

[ ∫ t

s

∣∣g(Xr)
∣∣qdr

]

≤ C(t− s)q−1

∫ t

s

E
[∣∣f(Xr)

∣∣q]dr + C(t− s)
q−2

2

∫ t

s

E

[∣∣g(Xr)
∣∣q
]
dr. (3.5)

Using (2.11) and (2.6), we get

E
[∣∣f(Xr)

∣∣q] = E

[
(
∣∣f(Xr)

∣∣2)
q

2

]
≤ CE

[(
1 + |Xr|

2+2κ
) q

2

]

≤ CE
[
1 + |Xr|

(1+κ)q
]
≤ C. (3.6)

Similarly, we can obtain

E
[∣∣g(Xr)

∣∣q] ≤ C. (3.7)

Substituting (3.6)–(3.7) into (3.5) gives

E[|Xt −Xs|
q] ≤ C(t− s)q + C(t− s)

q

2 ≤ C(t− s)
q

2 , (3.8)

which completes the proof. �

In the same way as above, with the help of property of conditional mathematical expectation,

we can also obtain the following result.

Lemma 3.3. For ∀k ∈ {1, 2, . . . , nT − 1}, let s, t ∈ [tk, tk+1). Then, for any q ≥ 2, there exists

a positive constant C such that

E
N [|Xt −Xs|

q] ≤ CΦN,q(t− s)
q

2 ,

where

ΦN,q := 1 + E
N
[

sup
0≤t≤T

|Xt|
(1+κ)q

]
+ E

N
[

sup
0≤t≤T

|Xt|
q
]
.

Based on (3.2), we get, for k = 1, 2, . . . , nT − 1,

Ytk+1−
= Ytk−

+ h(Ytk−

)∆Nk−1 + f(Ytk+1−
)∆tk

+ g(Ytk)∆Wk +
d∑

j1,j2=1

Lj1gj2(Ytk)I
tk,tk+1

j1,j2
. (3.9)
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Likewise, (3.1) implies that, for k = 1, 2, . . . , nT − 1,

Xtk+1−
= Xtk−

+ h(Xtk−

)∆Nk−1 +

∫ tk+1

tk

f(Xt)dt+

∫ tk+1

tk

g(Xt)dWt

= Xtk−

+ h(Xtk−

)∆Nk−1 + f(Xtk+1−
)∆tk + g(Xtk)∆Wk

+

d∑

j1,j2=1

Lj1gj2(Xtk)I
tk,tk+1

j1,j2
+Rk+1, (3.10)

where the remainder term reads

Rk+1 =

∫ tk+1

tk

[f(Xt)− f(Xtk+1−
)]dt+

∫ tk+1

tk

[g(Xt)− g(Xtk)]dWt

−

d∑

j1,j2=1

Lj1gj2(Xtk)I
tk,tk+1

j1,j2
. (3.11)

Subtracting (3.10) from (3.9) leads to

Ytk+1−
−Xtk+1−

= Ytk−

−Xtk−

+ [h(Ytk−

)− h(Xtk−

)]∆Nk−1

+ [f(Ytk+1−
)− f(Xtk+1−

)]∆tk + [g(Ytk)− g(Xtk)]∆Wk

+

d∑

j1,j2=1

(
Lj1gj2(Ytk)− Lj1gj2(Xtk)

)
I
tk,tk+1

j1,j2
−Rk+1. (3.12)

Before proceeding, define

Ek := Ytk −Xtk , Ek− := Ytk−

−Xtk−

,

∆fY,X
k := f(Ytk−

)− f(Xtk−

),

∆gY,Xk := g(Ytk)− g(Xtk),

∆(Lj1gj2)
Y,X
k := Lj1gj2(Ytk)− Lj1gj2(Xtk),

and ∆hY,X
k := h(Ytk−

)− h(Xtk−

). Now we can rewrite (3.12) as follows:

Ek+1− −∆fY,X
k+1∆tk = Ek− +∆hY,X

k ∆Nk−1 +∆gY,Xk ∆Wk

+

d∑

j1,j2=1

∆(Lj1gj2)
Y,X
k I

tk,tk+1

j1,j2
−Rk+1, (3.13)

from which we arrive at

∣∣Ek+1− −∆fY,X
k+1∆tk

∣∣2 = |Ek−|
2 +

∣∣∆hY,X
k ∆Nk−1

∣∣2 +
∣∣∆gY,Xk ∆Wk

∣∣2

+

∣∣∣∣∣

d∑

j1,j2=1

∆(Lj1gj2)
Y,X
k I

tk,tk+1

j1,j2

∣∣∣∣∣

2

+ |Rk+1|
2

+ 2
〈
Ek−,∆hY,X

k ∆Nk−1〉+ 2〈Ek−,∆gY,Xk ∆Wk

〉

+ 2

〈
Ek−,

d∑

j1,j2=1

∆(Lj1gj2)
Y,X
k I

tk,tk+1

j1,j2

〉
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− 2〈Ek−, Rk+1〉+ 2
〈
∆hY,X

k ∆Nk−1,∆gY,Xk ∆Wk

〉

+ 2

〈
∆hY,X

k ∆Nk−1,
d∑

j1,j2=1

∆(Lj1gj2)
Y,X
k I

tk,tk+1

j1,j2

〉

− 2
〈
∆hY,X

k ∆Nk−1, Rk+1

〉
− 2

〈
∆gY,Xk ∆Wk, Rk+1

〉

+ 2

〈
∆gY,Xk ∆Wk,

d∑

j1,j2=1

∆(Lj1gj2)
Y,X
k I

tk,tk+1

j1,j2

〉

− 2

〈
d∑

j1,j2=1

∆(Lj1gj2)
Y,X
k I

tk,tk+1

j1,j2
, Rk+1

〉
. (3.14)

In order to estimate supk=1,2,...,nT
E[|Ek|

2], we first establish some technical lemmas, which

play the key roles in our error analysis.

Lemma 3.4. Suppose that Assumptions 2.1–2.2 and Assumptions 2.3–2.4 hold. Let ∆t ∈(
0, 1

4K1

]
with K1 defined in (2.1). Then, for k ∈ {0, 1, 2, . . . , nT }, it holds

E
N
[
|Ek−|

2
]
≤ C exp(4NTK1∆t)

(
nT∏

j=1

αj

)
nT−1∑

i=0

E
N
[
|Ri+1|

2
]

+ C exp(4NTK1∆t)

(
nT∏

j=1

αj

)
1

∆t

nT−1∑

i=1

E
N
[∣∣EN

[
Ri+1|F

W
ti

]∣∣2
]
, (3.15)

where

αj := 1 + C∆t+ C∆Nj−1 + C|∆Nj−1|
2 + C∆t|∆Nj−1|

2.

Proof. Taking the conditional expectations on both sides of (3.14) leads to

E
N
[
|Ek+1− −∆fY,X

k+1∆tk|
2
]

= E
N
[
|Ek−|

2
]
+ E

N
[
|∆hY,X

k ∆Nk−1|
2
]
+ E

N
[
|∆gY,Xk ∆Wk|

2
]

+ E
N

[∣∣∣∣
d∑

j1,j2=1

∆(Lj1gj2)
Y,X
k I

tk,tk+1

j1,j2

∣∣∣∣
2
]

+ E
N
[
|Rk+1|

2
]
+ 2EN

[
〈Ek−,∆hY,X

k ∆Nk−1〉
]

+ 2EN
[
〈Ek−,∆gY,Xk ∆Wk〉

]
− 2EN [〈Ek−, Rk+1〉]

+ 2EN




〈
Ek−,

d∑

j1,j2=1

∆(Lj1gj2)
Y,X
k I

tk,tk+1

j1,j2

〉



+ 2EN
[〈
∆hY,X

k ∆Nk−1,∆gY,Xk ∆Wk

〉]

+ 2EN



〈
∆hY,X

k ∆Nk−1,

d∑

j1,j2=1

∆(Lj1gj2)
Y,X
k I

tk,tk+1

j1,j2

〉


+ 2EN



〈
∆gY,Xk ∆Wk,

d∑

j1,j2=1

∆(Lj1gj2)
Y,X
k I

tk,tk+1

j1,j2

〉

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− 2EN
[〈
∆hY,X

k ∆Nk−1, Rk+1

〉]
− 2EN

[〈
∆gY,Xk ∆Wk, Rk+1

〉]

− 2EN




〈

d∑

j1,j2=1

∆(Lj1gj2)
Y,X
k I

tk,tk+1

j1,j2
, Rk+1

〉

 . (3.16)

Using the independence of the Wiener process and the Poisson process, independent increment

property of the Wiener process, and the properties of the conditional mathematical expectation,

we have

E
N
[
|∆gY,Xk ∆Wk|

2
]
= E

N
[
E
N
[
|∆gY,Xk ∆Wk|

2|FW
tk

]]

= E
N
[
|∆gY,Xk |2EN

[
|∆Wk|

2|FW
tk

]]

= E
N
[
|∆gY,Xk |2E

[
|∆Wk|

2
]]

= E
N
[
|∆gY,Xk |2∆tk

]
.

In the same way, together with the following property of multiple stochastic integral with respect

to the Wiener process:

E

[
I
tk,tk+1

j1,j2
I
tk,tk+1

j3,j4

]
=

1

2
(∆tk)

2δj1,j3δj2,j4 for j1, j2, j3, j4 ∈ {1, . . . , d},

where δi,j is the Kronecker delta symbol, that is

δi,j =

{
1, i = j,

0, i 6= j,

we further arrive at

E
N



∣∣∣∣∣

d∑

j1,j2=1

∆(Lj1gj2)
Y,X
k I

tk,tk+1

j1,j2

∣∣∣∣∣

2

 =

1

2

d∑

j1,j2=1

E
N

[∣∣∣∆(Lj1gj2)
Y,X
k

∣∣∣
2(
∆tk

)2
]
.

Using again the properties of the conditional mathematical expectation and independent incre-

ment property of the Wiener process yields

E
N
[〈
Ek−,∆gY,Xk ∆Wk

〉]
= E

N
[
E
N
[
〈Ek−,∆gY,Xk ∆Wk〉|F

W
tk

]]

= E
N
[
〈Ek−,∆gY,Xk E

N
[
∆Wk|F

W
tk

]
〉
]

= E
N
[
〈Ek−,∆gY,Xk E[∆Wk]〉

]
= 0.

Similarly, we can obtain

E
N



〈
Ek−,

d∑

j1,j2=1

∆(Lj1gj2)
Y,X
k I

tk,tk+1

j1,j2

〉
 = 0,

E
N
[〈
∆hY,X

k ∆Nk−1,∆gY,Xk ∆Wk

〉]
= 0,

E
N




〈
∆hY,X

k ∆Nk−1,

d∑

j1,j2=1

∆(Lj1gj2)
Y,X
k I

tk,tk+1

j1,j2

〉

 = 0,

E
N




〈
∆gY,Xk ∆Wk,

d∑

j1,j2=1

∆(Lj1gj2)
Y,X
k I

tk,tk+1

j1,j2

〉

 = 0.
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With these results in hand, we derive

E
N
[
|Ek+1− −∆fY,X

k+1∆tk|
2
]

≤ E
N
[
|Ek−|

2
]
+ |∆Nk−1|

2
E
N
[
|∆hY,X

k |2
]
+∆tEN

[
|∆gY,Xk |2

]

+
1

2

(
∆t
)2 d∑

j1,j2=1

E
N

[∣∣∣∆(Lj1gj2)
Y,X
k

∣∣∣
2
]
+ E

N
[
|Rk+1|

2
]

+ 2∆Nk−1E
N
[〈
Ek−,∆hY,X

k

〉]
− 2EN

[
〈Ek−, Rk+1〉

]

− 2∆Nk−1E
N
[〈
∆hY,X

k , Rk+1

〉]
− 2EN

[〈
∆gY,Xk ∆Wk, Rk+1

〉]

− 2EN



〈

d∑

j1,j2=1

∆(Lj1gj2)
Y,X
k I

tk,tk+1

j1,j2
, Rk+1

〉
 . (3.17)

Now we rewrite (3.17) as follows:

E
N
[
|Ek+1−|

2
]
+ E

N
[∣∣∆fY,X

k+1∆tk
∣∣2
]

≤ E
N
[
|Ek−|

2
]
+ |∆Nk−1|

2
E
N
[∣∣∆hY,X

k

∣∣2
]
+∆tEN

[∣∣∆gY,Xk

∣∣2
]

+
1

2

(
∆t
)2 d∑

j1,j2=1

E
N
[∣∣∆(Lj1gj2)

Y,X
k

∣∣2
]
+ E

N
[
|Rk+1|

2
]

+ 2∆Nk−1E
N
[〈
Ek−,∆hY,X

k

〉]
− 2EN

[
〈Ek−, Rk+1〉

]

− 2∆Nk−1E
N
[〈
∆hY,X

k , Rk+1

〉]
− 2EN

[〈
∆gY,Xk ∆Wk, Rk+1

〉]

− 2EN



〈

d∑

j1,j2=1

∆(Lj1gj2)
Y,X
k I

tk,tk+1

j1,j2
, Rk+1

〉
+ 2EN

[〈
Ek+1−,∆fY,X

k+1∆tk
〉]

, (3.18)

from which we directly obtain

E
N
[
|Ek+1−|

2
]
≤ E

N
[
|Ek−|

2
]
+ |∆Nk−1|

2
E
N
[∣∣∆hY,X

k

∣∣2
]
+∆tEN

[∣∣∆gY,Xk

∣∣2
]

+
1

2

(
∆t
)2 d∑

j1,j2=1

E
N
[∣∣∆(Lj1gj2)

Y,X
k

∣∣2
]
+ E

N
[
|Rk+1|

2
]

+ 2∆Nk−1E
N
[〈
Ek−,∆hY,X

k

〉]
− 2EN

[
〈Ek−, Rk+1〉

]

− 2∆Nk−1E
N
[〈
∆hY,X

k , Rk+1

〉]
− 2EN

[〈
∆gY,Xk ∆Wk, Rk+1

〉]

− 2EN




〈 d∑

j1,j2=1

∆(Lj1gj2)
Y,X
k I

tk,tk+1

j1,j2
, Rk+1

〉



+ 2EN
[〈
Ek+1−,∆fY,X

k+1∆tk
〉]

. (3.19)

Using the Cauchy-Schwarz inequality, the Young inequality, and using the Lipschitz condition

on h gives

E
N
[
|Ek+1−|

2
]
≤ E

N
[
|Ek−|

2
]
+ C∆Nk−1E

N
[
|Ek−|

2
]
+ C|∆Nk−1|

2
E
N
[
|Ek−|

2
]
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+ C∆tEN
[∣∣∆gY,Xk

∣∣2
]
+ C(∆t)2

d∑

j1,j2=1

E
N
[∣∣∆(Lj1gj2)

Y,X
k

∣∣2
]

+ CE
N
[
|Rk+1|

2
]
+ C∆Nk−1E

N
[
|Rk+1|

2
]
− 2EN

[
〈Ek−, Rk+1〉

]

+ 2EN
[〈
Ek+1−,∆fY,X

k+1∆tk
〉]

. (3.20)

In view of the Lipschitz condition on g and h, we deduce

∣∣∆gY,Xk

∣∣2 =
∣∣g(Ytk)− g(Xtk)

∣∣2

=
∣∣g
(
Ytk−

+ h(Ytk−

)∆Nk−1

)
− g
(
Xtk−

+ h(Xtk−

)∆Nk−1

)∣∣2

≤ C
∣∣Ytk−

+ h(Ytk−

)∆Nk−1 −Xtk−

− h(Xtk−

)∆Nk−1

∣∣2

≤ C
∣∣Ek−

∣∣2 + C
∣∣∆hY,X

k ∆Nk−1

∣∣2

≤ C
∣∣Ek−

∣∣2 + C
∣∣∆Nk−1

∣∣2∣∣Ek−

∣∣2. (3.21)

Similarly, by employing (2.12), we obtain

d∑

j1,j2=1

∣∣∆(Lj1gj2)
Y,X
k

∣∣2 ≤ C
∣∣Ek−

∣∣2 + C
∣∣∆Nk−1

∣∣2∣∣Ek−

∣∣2. (3.22)

Inserting (3.21) and (3.22) into (3.20), and using the condition (2.1) on f give

E
N
[
|Ek+1−|

2
]
≤ E

N
[
|Ek−|

2
]
+ C∆Nk−1E

N
[
|Ek−|

2
]
+ C|∆Nk−1|

2
E
N
[
|Ek−|

2
]

+ C∆tEN
[
|Ek−|

2
]
+ C∆t|∆Nk−1|

2
E
N
[
|Ek−|

2
]

+ CE
N
[
|Rk+1|

2
]
+ C∆Nk−1E

N
[
|Rk+1|

2
]
− 2EN

[
〈Ek−, Rk+1〉

]

+ 2K1∆tEN
[
|Ek+1−|

2
]
, (3.23)

which yields

(1− 2K1∆t)EN
[
|Ek+1−|

2
]

≤ E
N
[
|Ek−|

2
]
+ C∆Nk−1E

N
[
|Ek−|

2
]
+ C|∆Nk−1|

2
E
N
[
|Ek−|

2
]

+ C∆tEN
[
|Ek−|

2
]
+ C∆t|∆Nk−1|

2
E
N
[
|Ek−|

2
]

+ CE
N
[
|Rk+1|

2
]
+ C∆Nk−1E

N
[
|Rk+1|

2
]
− 2EN

[
〈Ek−, Rk+1〉

]
. (3.24)

With the aid of the properties of the conditional expectation and the Young inequality, we

deduce

(1 − 2K1∆t)EN
[
|Ek+1−|

2
]

≤ E
N
[
|Ek−|

2
]
+ C∆Nk−1E

N
[
|Ek−|

2
]
+ C|∆Nk−1|

2
E
N
[
|Ek−|

2
]

+ C∆tEN
[
|Ek−|

2
]
+ C∆t|∆Nk−1|

2
E
N
[
|Ek−|

2
]

+ CE
N
[
|Rk+1|

2
]
+ C∆Nk−1E

N
[
|Rk+1|

2
]
− 2EN

[〈
Ek−,E

N
[
Rk+1|F

W
tk

]〉]

≤ E
N
[
|Ek−|

2
]
+ C∆Nk−1E

N
[
|Ek−|

2
]
+ C|∆Nk−1|

2
E
N
[
|Ek−|

2
]

+ C∆tEN
[
|Ek−|

2] + C∆t|∆Nk−1|
2
E
N
[
|Ek−|

2]

+ CE
N
[
|Rk+1|

2
]
+ C∆Nk−1E

N
[
|Rk+1|

2
]
+∆tEN

[
|Ek−|

2
]

+
1

∆t
E
N
[∣∣EN

[
Rk+1|F

W
tk

]∣∣2
]
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≤
(
1 + C∆t+ C∆Nk−1 + C|∆Nk−1|

2 + C∆t|∆Nk−1|
2
)
E
N
[
|Ek−|

2
]

+ (C + C∆Nk−1)E
N
[
|Rk+1|

2
]
+

1

∆t
E
N
[∣∣EN

[
Rk+1|F

W
tk

]∣∣2
]
. (3.25)

Define

αk := 1 + C∆t+ C∆Nk−1 + C|∆Nk−1|
2 + C∆t|∆Nk−1|

2,

βk := (C + C∆Nk−1), γ∆ := 1− 2K1∆t,

we then have

E
N
[
|Ek+1−|

2
]
≤ γ−1

∆ αkE
N
[
|Ek−|

2
]
+ γ−1

∆ βkE
N
[
|Rk+1|

2
]

+
1

γ∆∆t
E
N
[∣∣EN

[
Rk+1|F

W
tk

]∣∣2
]
. (3.26)

By the iteration of (3.26), one can deduce for all k = 1, 2, . . . , nT − 1 that

E
N
[
|Ek+1−|

2
]
≤

( k+1∏

i=2

γ−1
∆

)( k∏

j=1

αj

)
E
N
[
|E1−|

2
]

+

k∑

i=1

( k+1∏

l=i+1

γ−1
∆

)( k∏

j=i+1

αj

)
βiE

N
[
|Ri+1|

2
]

+

k∑

i=1

( k+1∏

l=i+1

γ−1
∆

)( k∏

j=i+1

αj

)
1

∆t
E
N
[∣∣EN

[
Ri+1|F

W
ti

]∣∣2
]
. (3.27)

From (3.13), we can derive

E1− = ∆fY,X
1 ∆t1 −R1, (3.28)

from which we have

|E1−|
2 =

〈
∆fY,X

1 ∆t1, E1−

〉
− 〈R1, E1−〉

≤ K1∆t|E1−|
2 +

1

2
|E1−|

2 +
1

2
|R1|

2. (3.29)

Then it follows that

|E1−|
2 ≤ γ−1

∆ |R1|
2. (3.30)

Substituting (3.30) into (3.27) gives

E
N
[
|Ek+1−|

2
]
≤

(
k+1∏

i=2

γ−1
∆

)(
k∏

j=1

αj

)
γ−1
∆ E

N
[
|R1|

2
]

+

k∑

i=1

(
k+1∏

l=i+1

γ−1
∆

)(
k∏

j=i+1

αj

)
βiE

N
[
|Ri+1|

2
]

+

k∑

i=1

(
k+1∏

l=i+1

γ−1
∆

)(
k∏

j=i+1

αj

)
1

∆t
E
N
[∣∣EN

[
Ri+1|F

W
ti

]∣∣2
]

=

k∑

i=0

(
k+1∏

l=i+1

γ−1
∆

)(
k∏

j=i+1

αj

)
βiE

N
[
|Ri+1|

2
]

+
k∑

i=1

(
k+1∏

l=i+1

γ−1
∆

)(
k∏

j=i+1

αj

)
1

∆t
E
N
[∣∣EN

[
Ri+1|F

W
ti

]∣∣2
]

(3.31)
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with β0 := 1. Note that βi ≤ C, i = 0, 1, . . . , nT , then it follows for all k = 1, . . . , nT that

E
N
[
|Ek−|

2
]
≤ C

(
nT∏

i=1

γ−1
∆

)(
nT∏

j=1

αj

)
nT−1∑

i=0

E
N
[
|Ri+1|

2
]

+

(
nT∏

i=1

γ−1
∆

)(
nT∏

j=1

αj

)
1

∆t

nT−1∑

i=1

E
N
[∣∣EN

[
Ri+1|F

W
ti

]∣∣2
]
. (3.32)

Note that 2K1∆t ∈ (0, 1/2], we further get

nT∏

i=1

γ−1
∆ = (1− 2K1∆t)−nT

≤ exp(4nTK1∆t) ≤ exp(4K1T ) exp(4NTK1∆t)

≤ C exp(4NTK1∆t), (3.33)

where we have used the inequality 1
1−x

≤ exp(2x) for x ∈ [0, 1/2]. Substituting this into (3.32)

yields

E
N
[
|Ek−|

2
]
≤ C exp(4NTK1∆t)

(
nT∏

j=1

αj

)
nT−1∑

i=0

E
N
[
|Ri+1|

2
]

+ C exp(4NTK1∆t)

(
nT∏

j=1

αj

)
1

∆t

nT−1∑

i=1

E
N
[∣∣EN

[
Ri+1|F

W
ti

]∣∣2
]
. (3.34)

The proof ends. �

In the following, we are to establish the estimates of the remainder terms EN [|Rk+1|
2] and

EN [|EN [Rk+1|F
W
tk
]|2].

Lemma 3.5. Under the same assumptions of Lemma 3.4, we have

E
N
[
|Rk+1|

2
]
≤ CX1(∆t)3, E

N
[∣∣EN

[
Rk+1|F

W
tk

]∣∣2
]
≤ CX2(∆t)4, (3.35)

where

X1 := E
N
[

sup
0≤s≤T

|Xs|
4+2κ

]
+
(
1 + E

N
[

sup
0≤t≤T

|Xt|
4
]) 1

2

Φ
1
2

N,4

+
(
1 + E

N
[

sup
0≤t≤T

|Xt|
4κ
]) 1

2

Φ
1
2

N,4 +ΦN,4 +ΦN,2,

X2 := E
N
[

sup
0≤t≤T

|Xt|
2κ
]
+ E

N
[

sup
0≤t≤T

|Xt|
2+4κ

]

+

(
1 + E

N
[

sup
0≤t≤T

|Xt|
4κ−4

]) 1
2

Φ
1
2

N,8 +ΦN,2.

Proof. Based on (3.11), we first have

E
N
[
|Rk+1|

2
]
≤ 2EN

[∣∣∣∣
∫ tk+1

tk

[f(Xt)− f(Xtk+1−
)]dt

∣∣∣∣
2
]

+ 2EN



∣∣∣∣
∫ tk+1

tk

[g(Xt)− g(Xtk)]dWt −
d∑

j1,j2=1

Lj1gj2(Xtk)I
tk,tk+1

j1,j2

∣∣∣∣
2



=: 2J1 + 2J2. (3.36)
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Next, we deal with J1 and J2 separately. For J1, due to (2.10) we have

J1 ≤ CE
N

[
∆tk

∫ tk+1

tk

∣∣f(Xt)− f(Xtk+1−
)
∣∣2dt

]

≤ C∆tEN

[∫ tk+1

tk

∣∣f(Xt)− f(Xtk+1−
)
∣∣2dt

]

≤ C∆tEN

[∫ tk+1

tk

(
1 +

∣∣Xt

∣∣2κ +
∣∣Xtk+1−

∣∣2κ
)∣∣Xt −Xtk+1−

∣∣2dt
]

≤ C∆tEN

[
sup

0≤t≤T

(1 + |Xt|
2κ)

∫ tk+1

tk

∣∣Xt −Xtk+1−

∣∣2dt
]
. (3.37)

Utilizing the Cauchy–Schwarz inequality and Lemma 3.3 yields

J1 ≤ C∆t

(
1 + E

N
[

sup
0≤t≤T

|Xt|
4κ
]) 1

2

(
E
N

[(∫ tk+1

tk

∣∣Xt −Xtk+1−

∣∣2dt
)2
]) 1

2

≤ C∆t

(
1 + E

N
[

sup
0≤t≤T

|Xt|
4κ
]) 1

2
(
∆tEN

[∫ tk+1

tk

∣∣Xt −Xtk+1−

∣∣4dt
]) 1

2

≤ C

(
1 + E

N
[

sup
0≤t≤T

|Xt|
4κ
]) 1

2

Φ
1
2

N,4(∆t)3. (3.38)

In order to estimate the term J2, we first observe that

Lj1gj2(x) =

m∑

k=1

gk.j1
∂gj2(x)

∂xk
=

∂gj2
∂x

(x)gj1 (x).

Therefore, it follows that

∫ tk+1

tk

[g(Xt)− g(Xtk)]dWt −

d∑

j1,j2=1

Lj1gj2(Xtk)I
tk,tk+1

j1,j2

=
d∑

j2=1

∫ tk+1

tk

[
gj2(Xt)− gj2(Xtk)−

d∑

j1=1

Lj1gj2(Xtk)(W
j1
t −W j1

tk
)

]
dW j2

t

=

d∑

j2=1

∫ tk+1

tk

[
gj2(Xt)− gj2(Xtk)−

d∑

j1=1

∂gj2
∂x

(Xtk)gj1(Xtk)(W
j1
t −W j1

tk
)

]
dW j2

t . (3.39)

Let t ∈ [tk, tk+1), then we have

gj2(Xt)− gj2(Xtk) =
∂gj2
∂x

(Xtk)(Xt −Xtk) + R̃gj2

=
∂gj2
∂x

(Xtk)

(∫ t

tk

f(Xs)ds+

∫ t

tk

g(Xs)dWs

)
+ R̃gj2

, (3.40)

where

R̃gj2
:=

∫ 1

0

[
∂gj2
∂x

(
Xtk + s(Xt −Xtk)

)
−

∂gj2
∂x

(Xtk)

]
(Xt −Xtk)ds. (3.41)

Inserting (3.40) into (3.39) immediately gives

∫ tk+1

tk

[g(Xt)− g(Xtk)]dWt −

d∑

j1,j2=1

Lj1gj2(Xtk)I
tk,tk+1

j1,j2
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=

d∑

j2=1

∫ tk+1

tk

[
∂gj2
∂x

(Xtk)
(∫ t

tk

f(Xs)ds+

∫ t

tk

[g(Xs)− g(Xtk)]dWs

)
+ R̃gj2

]
dW j2

t . (3.42)

Taking the Itô isometry into account, we arrive at

J2 =

d∑

j2=1

E
N

[∫ tk+1

tk

∣∣∣
∂gj2
∂x

(Xtk)
( ∫ t

tk

f(Xs)ds+

∫ t

tk

[g(Xs)− g(Xtk)]dWs

)
+ R̃gj2

∣∣∣
2

dt

]

≤ 3

d∑

j2=1

E
N

[ ∫ tk+1

tk

∣∣∣
∂gj2
∂x

(Xtk)

∫ t

tk

f(Xs)ds
∣∣∣
2

dt

]
+ 3

d∑

j2=1

E
N

[ ∫ tk+1

tk

∣∣R̃gj2

∣∣2dt
]

+ 3

d∑

j2=1

E
N

[ ∫ tk+1

tk

∣∣∣
∂gj2
∂x

(Xtk)

∫ t

tk

[g(Xs)− g(Xtk)]dWs

∣∣∣
2

dt

]

=: 3J21 + 3J22 + 3J23. (3.43)

Next, we handle J21, J22, and J23 one by one. By means of the Cauchy–Schwarz inequality,

(2.14), (2.11), and (2.7), we derive

J21 =

d∑

j2=1

E
N

[∫ tk+1

tk

∣∣∣
∫ t

tk

∂gj2
∂x

(Xtk)f(Xs)ds
∣∣∣
2

dt

]

≤

d∑

j2=1

E
N

[∫ tk+1

tk

(t− tk)

∫ t

tk

∣∣∣
∂gj2
∂x

(Xtk)f(Xs)
∣∣∣
2

dsdt

]

≤ C(∆t)2
d∑

j2=1

∫ tk+1

tk

(
ΦN,2 + sup

0≤s≤T

E
N
[
|Xs|

4+2κ
])

dt

≤ C

(
ΦN,2 + E

N
[

sup
0≤s≤T

|Xs|
4+2κ

])
(∆t)3.

Using again the Cauchy–Schwarz inequality, (2.13) and the result of Lemma 3.3, we obtain

J22 =

d∑

j2=1

E
N

[ ∫ tk+1

tk

∣∣∣
∫ 1

0

[∂gj2
∂x

(
Xtk + s(Xt −Xtk)

)
−

∂gj2
∂x

(Xtk)
]
(Xt −Xtk)ds

∣∣∣
2

dt

]

≤ C

d∑

j2=1

E
N

[ ∫ tk+1

tk

∫ 1

0

∣∣∣
∂gj2
∂x

(
Xtk + s(Xt −Xtk)

)
−

∂gj2
∂x

(Xtk)
∣∣∣
2∣∣∣Xt −Xtk

∣∣∣
2

dsdt

]

≤ C
d∑

j2=1

∫ tk+1

tk

E
N
[∣∣Xt −Xtk

∣∣4]dt ≤ CΦN,4(∆t)3.

With the help of the Itô isometry, (2.14) and the Höder inequality, we have

J23 =

d∑

j2=1

E
N

[∫ tk+1

tk

∫ t

tk

∣∣∣
∂gj2
∂x

(Xtk)
∣∣∣
2∣∣∣g(Xs)− g(Xtk)

∣∣∣
2

dsdt

]

≤ C

d∑

j2=1

∫ tk+1

tk

E
N

[ ∫ t

tk

(
1 +

∣∣Xtk

∣∣2)∣∣Xs −Xtk

∣∣2ds
]
dt

≤ C

d∑

j2=1

∫ tk+1

tk

E
N

[(
1 + sup

0≤t≤T

|Xt|
2
) ∫ t

tk

∣∣Xs −Xtk

∣∣2ds
]
dt
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≤ C
(
1 + E

N
[

sup
0≤t≤T

|Xt|
4
]) 1

2

d∑

j2=1

∫ tk+1

tk

(
E
N

[(∫ tk+1

tk

∣∣Xs −Xtk

∣∣2ds
)2]
) 1

2

dt,

from which we obtain

J23 ≤ C
(
1 + E

N
[

sup
0≤t≤T

|Xt|
4
]) 1

2

d∑

j2=1

∫ tk+1

tk

(
∆tEN

[∫ tk+1

tk

∣∣Xs −Xtk

∣∣4ds
]) 1

2

dt

≤ C
(
1 + E

N
[

sup
0≤t≤T

|Xt|
4
]) 1

2

Φ
1
2

N,4(∆t)3.

Using these estimates along with (3.43) results in

J2 ≤ C

(
E
N
[

sup
0≤s≤T

|Xs|
4+2κ

]
+
(
1 + E

N
[

sup
0≤t≤T

|Xt|
4
]) 1

2

Φ
1
2

N,4 +ΦN,4 +ΦN,2

)
(∆t)3. (3.44)

Combining (3.38) and (3.44), we end up with

E
N
[
|Rk+1|

2
]
≤ CX1(∆t)3, (3.45)

where

X1 := E
N
[

sup
0≤s≤T

|Xs|
4+2κ

]
+
(
1 + E

N
[

sup
0≤t≤T

|Xt|
4
]) 1

2

Φ
1
2

N,4

+
(
1 + E

N
[

sup
0≤t≤T

|Xt|
4κ
]) 1

2

Φ
1
2

N,4 +ΦN,4 +ΦN,2.

Now we turn to bound the term EN [|EN [Rk+1|F
W
tk

]|2]. Since the stochastic integral vanishes

under conditional expectation, we observe that

E
N
[∣∣EN

[
Rk+1|F

W
tk

]∣∣2
]
≤ E

N

[∣∣∣∣E
N

[∫ tk+1

tk

[f(Xt)− f(Xtk+1−
)]dt

∣∣FW
tk

]∣∣∣∣
2
]
. (3.46)

Note that

E
N

[∫ tk+1

tk

[
f(Xt)− f(Xtk+1−

)
]
dt
∣∣FW

tk

]

= −E
N

[∫ tk+1

tk

∂f

∂x
(Xt)

(∫ tk+1

t

f(Xs)ds+

∫ tk+1

t

g(Xs)dWs

)
+ R̃f dt

∣∣FW
tk

]

= −E
N

[∫ tk+1

tk

∫ tk+1

t

∂f

∂x
(Xt)f(Xs)ds dt

∣∣FW
tk

]
− E

N

[∫ tk+1

tk

R̃f dt
∣∣FW

tk

]
, (3.47)

where

R̃f := −

∫ 1

0

[
∂f

∂x

(
Xt + s(Xtk+1−

−Xt)
)
−

∂f

∂x
(Xt)

]
(Xtk+1−

−Xt)ds. (3.48)

Thus, it follows immediately that

E
N
[∣∣EN

[
Rk+1|F

W
tk

]∣∣2
]
≤ 2EN

[∣∣∣∣E
N

[∫ tk+1

tk

∫ tk+1

t

∂f

∂x
(Xt)f(Xs)ds dt

∣∣FW
tk

] ∣∣∣∣
2
]

+ 2EN

[∣∣∣∣E
N

[ ∫ tk+1

tk

R̃f dt
∣∣FW

tk

]∣∣∣∣
2]

=: J3 + J4. (3.49)



264 X. YANG AND W. ZHAO

Taking into account (2.9) and (2.11) yields

J3 ≤ C(∆t)2EN

[∫ tk+1

tk

∫ tk+1

t

∣∣∣∣
∂f

∂x
(Xt)f(Xs)

∣∣∣∣
2

ds dt

]

≤ C(∆t)2
∫ tk+1

tk

∫ tk+1

t

(
ΦN,2 + E

N
[

sup
0≤t≤T

|Xt|
2κ
]
+ E

N
[

sup
0≤t≤T

|Xt|
2+4κ

])
ds dt

≤ C

(
ΦN,2 + E

N
[

sup
0≤t≤T

|Xt|
2κ
]
+ E

N
[

sup
0≤t≤T

|Xt|
2+4κ

])
(∆t)4. (3.50)

For the term J4, with the aid of (2.8) and Lemma 3.3, we obtain

J4 ≤ C∆tEN

[∫ tk+1

tk

∫ 1

0

∣∣∣∣
∂f

∂x

(
Xt + s(Xtk+1−

−Xt)
)
−

∂f

∂x
(Xt)

∣∣∣∣
2∣∣Xtk+1−

−Xt

∣∣2ds dt
]

≤ C∆tEN

[∫ tk+1

tk

∫ 1

0

(
1 + |sXtk+1−

+ (1 − s)Xt|
2κ−2 + |Xt|

2κ−2
)∣∣Xtk+1−

−Xt

∣∣4ds dt
]

≤ C∆tEN

[(
1 + sup

0≤t≤T

|Xt|
2κ−2

)∫ tk+1

tk

∣∣Xtk+1−
−Xt

∣∣4dt
]

≤ C∆t

(
1 + E

N
[

sup
0≤t≤T

|Xt|
4κ−4

]) 1
2

(
E
N

[(∫ tk+1

tk

∣∣Xtk+1−
−Xt

∣∣4dt
)2
]) 1

2

≤ C

(
1 + E

N
[

sup
0≤t≤T

|Xt|
4κ−4

]) 1
2

Φ
1
2

N,8(∆t)4. (3.51)

Substituting (3.50) and (3.51) into (3.49) gives

E
N
[∣∣EN

[
Rk+1|F

W
tk

]∣∣2
]
≤ CX2(∆t)4, (3.52)

where

X2 := E
N
[

sup
0≤t≤T

|Xt|
2κ
]
+ E

N
[

sup
0≤t≤T

|Xt|
2+4κ

]
+

(
1 + E

N
[

sup
0≤t≤T

|Xt|
4κ−4

]) 1
2

Φ
1
2

N,8 +ΦN,2.

This completes the proof. �

Now, we are ready to prove the main strong convergence result.

Theorem 3.1. Suppose that Assumptions 2.1–2.2 and Assumptions 2.3–2.4 are fulfilled and let

∆t ∈ (0, 1
4K1

] with K1 defined in (2.1). Then, there exists a positive constant C (independent

of ∆t) such that

sup
k=1,...,nT

E
[
|Ytk −Xtk |

2
]
≤ C(∆t)2. (3.53)

Proof. Based on Lemmas 3.4 and 3.5, taking the conditional expectations on both sides

of (3.15) and using the properties of conditional mathematical expectation and the Poisson

process, we arrive at

E
[
|Ek−|

2
]
≤ CE


exp(4NTK1∆t)

(
nT∏

j=1

αj

)
nT−1∑

i=0

X1(∆t)3



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+ CE


exp(4NTK1∆t)

(
nT∏

j=1

αj

)
1

∆t

nT−1∑

i=1

X2(∆t)4




≤ C(∆t)2E
[
exp(4NTK1∆t)(1 + 2C + 2C∆t)NT (M +NT )∆tX1

]

+ C(∆t)2E
[
exp(4NTK1∆t)(1 + 2C + 2C∆t)NT (M +NT )∆tX2

]

≤ C(∆t)2
(
E
[
exp(4NTK1∆t)(1 + 2C + 2C∆t)2NT (M +NT )

2∆t2
]) 1

2
(
E
[
X 2

1

]) 1
2

+ C(∆t)2
(
E
[
exp(8NTK1∆t)(1 + 2C + 2C∆t)2NT (M+NT )

2∆t2
]) 1

2
(
E
[
X 2

2

]) 1
2 .

On the other hand, we first have

E
[
exp(8NTK1∆t)(1 + 2C + 2C∆t)2NT (M +NT )

2∆t2
]

≤

∞∑

j=0

exp(8jK1T )(1 + 2C + 2CT )2j(1 + j)2T 2 (λT )
j

j!
exp(−λT ) < ∞. (3.54)

Using the properties of conditional mathematical expectation and Lemma 2.1 gives

E
[
X 2

1

]
≤ E

[(
E
N
[

sup
0≤s≤T

|Xs|
4+2κ

]
+
(
1 + E

N
[

sup
0≤t≤T

|Xt|
4
]) 1

2

Φ
1
2

N,4

+
(
1 + E

N
[

sup
0≤t≤T

|Xt|
4κ
]) 1

2

Φ
1
2

N,4 +ΦN,4 +ΦN,2

)2]

≤ C

(
1 + E

[
sup

0≤t≤T

|Xt|
8+4κ

]
+ E

[
sup

0≤t≤T

|Xt|
8+8κ

]
+ E

[
sup

0≤t≤T

|Xt|
4+4κ

]

+ E

[
sup

0≤t≤T

|Xt|
4
]
+ E

[
sup

0≤t≤T

|Xt|
8
]
+ E

[
sup

0≤t≤T

|Xt|
8κ
])

< ∞. (3.55)

Similarly, we can get E[X 2
2 ] < ∞. We thus have the estimate

E
[
|Ek−|

2
]
≤ C(∆t)2. (3.56)

Note that

|Ek| =
∣∣Ytk−

+ h(Ytk−

)∆Nk−1 −Xtk−

− h(Xtk−

)∆Nk−1

∣∣

≤
∣∣Ek−

∣∣+
∣∣∆hY,X

k−

∣∣ ≤ C
∣∣Ek−

∣∣.
(3.57)

This together with (3.56) finally completes the proof. �

4. Numerical Results

We present here a numerical study to illustrate strong convergence rates of the JAIMM. As

test problems we first consider

dXt = f
(
Xt−

)
dt+ g

(
Xt−

)
dWt + h

(
Xt−

)
dNt, t ∈ (0, T ], X0 = x0, (4.1)

where f(x) := x − xκ with the integer κ ≥ 3 being odd, g(x) = σx, h(x) = µx, and x0 is

deterministic for simplicity. It is easy to check that conditions in Assumptions 2.1-2.2 are all

fulfilled. In Fig. 4.1, we plot two one-path simulations of (4.1) for two sets of parameters.
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Fig. 4.1. One path simulation of exact solution to (4.1). Left: κ = 3, σ = 1, µ = 2, and T = 1, x0 =

0.5, λ = 1; Right: κ = 5, σ = 1, µ = −2 and T = 1, x0 = 0.5, λ = 1.

In the sequent experiments with (4.1) admitting the following parameters:

• κ = 3, σ = 2, µ = 1,

• κ = 5, σ = 2, µ = 1,

• κ = 7, σ = 2, µ = 1,

• κ = 9, σ = 2, µ = 1,

we are to test approximation errors in terms of means of absolute errors ε = E[|XT − YT |]. As

usual, the expectation is approximated by the Monte-Carlo approximation

e := Ê[|XT − YT |] :=
1

Nmc

Nmc∑

i=1

∣∣X(i)
T − Y

(i)
T

∣∣,

where the positive integer Nmc is the sample times in numerical tests, Y
(i)
T is the numerical

approximation solution at the time tnT
= T by JAIMM at the i-th sampling. Note that the

Ê[|XT −YT |] is the Monte-Carlo approximation of the mathematical expectation E[|XT − YT |].

We plot the achieved accuracy versus stepsizes in logarithmic scale. Nmc = 5000 Brownian

and Poisson paths have been simulated with initial value x0 = 0.5, T = 1, and λ = 1 as the

intensity of Poisson process.

We list computational errors e for various choices of parameters in Table 4.1, from which

one can detect that the approximation errors decrease at a slope of order one as the stepsize ∆t

decreases. To clearly display the convergence rates, we plot in Figs. 4.2-4.3 the achieved errors

Table 4.1: Numerical results for (4.1) with σ = 2, µ = 1.

∆t κ = 3 κ = 5 κ = 7 κ = 9

2−7 0.0194 0.0292 0.0390 0.0486

2−8 0.0096 0.0142 0.0193 0.0243

2−9 0.0046 0.0069 0.0093 0.0119

2−10 0.0021 0.0032 0.0044 0.0056

2−11 0.0010 0.0015 0.0020 0.0026
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Fig. 4.2. Numerical results for (4.1) with T = 1. Computational errors versus stepsize ∆t on a log-log

scale. Left: κ = 3, σ = 2, µ = 1, and λ = 1; Right: κ = 5, σ = 2, µ = 1, and λ = 1.
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Fig. 4.3. Numerical results for (4.1) with T = 1. Computational errors versus stepsize ∆t on a log-log

scale. Left: κ = 7, σ = 2, µ = 1, and λ = 1; Right: κ = 9, σ = 2, µ = −1, and λ = 1.

versus stepsizes in logarithmic scale. As predicted, the slopes of the errors (solid lines) and

the reference dashed line match well, which indicates that the proposed scheme shows a strong

convergence rate of order one.

Next, we consider a 2-dimensional nonlinear jump-diffusion SDEs as follows:

dXt = f
(
Xt−

)
dt+ g

(
Xt−

)
dWt + h

(
Xt−

)
dNt, t ∈ (0, T ], X0 = x0 =

[
1

0.1

]
, (4.2)

where f : R2 → R2, g : R2 → R2×2, h : R2 → R2 are given by

f(x) =

[
x1 − (x1)5

1
2 sin(x

1) + x2

]
, g(x) =

[
σ1x

1 0

0 σ2x
2

]
, h(x) =

[
µ1x

1

µ2x
2

]
, x =

[
x1

x2

]
∈ R

2.

Here σ1, σ2, µ1, µ2 are parameters that will be given in the following numerical tests. In Fig. 4.4,

we plot two one-path simulations of (4.2) for two sets of parameters. Like the 1-dimensional

cases, we plot in Figs. 4.5-4.6 the achieved errors versus stepsizes (∆t = 2−i, i = 7, 8, 9, 10, 11) in

logarithmic scale with four sets of parameters. As is shown, the slopes of the errors (solid lines)

and the reference dashed line match well, which indicates that the proposed scheme admits

a strong convergence rate of order one.



268 X. YANG AND W. ZHAO

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

t

X

 

 

X1

X2

0 0.2 0.4 0.6 0.8 1
−1

−0.5

0

0.5

1

1.5

t

X

 

 

X1

X2

Fig. 4.4. One path simulation of exact solution to (4.2). Left: σ1 = 2, σ2 = 4, µ1 = µ2 = 2, and

T = 1, λ = 1; Right: σ1 = 2, σ2 = 4, µ1 = µ2 = −2 and T = 1, λ = 1.
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Fig. 4.5. Numerical results for (4.2) with T = 1. Computational errors versus stepsize ∆t on a log-log

scale. Left: σ1 = 2, σ2 = 4, µ1 = µ2 = 2, and λ = 1; Right: σ1 = 2, σ2 = 4, µ1 = µ2 = −2, and λ = 1.
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Fig. 4.6. Numerical results for (4.2) with T = 1. Computational errors versus stepsize ∆t on a log-log

scale. Left: σ1 = 3, σ2 = 5, µ1 = µ2 = 2, and λ = 1; Right: σ1 = 3, σ2 = 5, µ1 = µ2 = −2, and λ = 1.

5. Conclusion Remarks

In this paper, strong convergence of a jump-adapted implicit Milstein method for a class

of nonlinear jump-diffusion problems, of which the drift coefficients are one-sided Lipschitz

continuous and the diffusion and jump coefficients are globally Lipschitz continuous, has been

rigorously analysed. The optimal strong convergence rate of order one also has been recovered.
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In the future, we are to carry out further numerical analysis of jump-adapted methods for more

general models.
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