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Abstract. In this paper, a scaling law relating the mesh size to the Reynolds num-
ber was proposed to ensure consistent results for large eddy simulation (LES) as the
Reynolds number was varied. The grid size scaling law was developed by analyz-
ing the lengthscale of the turbulent motion by using DNS data from the literature. The
wall-resolving LES was then applied to a plane channel flow to validate the scaling law.
The scaling law was tested at different Reynolds numbers (Rer =395, 590 and 1000),
and showed good results compared to direct numerical simulation (DNS) in terms of
mean flow and various turbulent statistics. The velocity spectra analysis shows the
evidence of the Kolmogorov -5/3 inertial subrange and verifies that the current LES
can resolve the bulk of the turbulent kinetic energy by satisfying the grid scaling law.
Meanwhile, the near-wall turbulent flow structures can also be well captured. Rea-
sonably accurate predictions can thus be obtained for flows at even higher Reynolds
numbers with significantly lower computational costs compared to DNS by applying
the mesh scaling law.
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1 Introduction

Turbulence plays a dominant role in most engineering and natural flows. A turbulent
flow is unsteady, chaotic and unpredictable, with the exact physical nature remaining
mysterious. Thanks to the rapidly increasing computing power, Computational Fluid
Dynamics (CFD) now offers a promising approach for calculating the relevant prop-
erties of turbulent flows. Direct numerical simulation (DNS) is one important method
for the study of turbulent flows, which directly solves the Navier-Stokes equations (NS-
equations) for all scales of motion. However, this approach is computationally too ex-
pensive, and is usually restricted to flows with relatively low Reynolds numbers. For
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numerical simulations with higher Reynolds numbers, turbulence is usually modelled.
Reynolds averaged Navier-Stokes (RANS) models solve the Reynolds equations (mean-
flow equations) to determine the mean velocity field by modelling the entire Reynolds
stresses. RANS models have been used for various problems with turbulent flow in-
volved, due to their ease of implementation and low computational cost. Large eddy sim-
ulation (LES) is another important approach, where the governing equations are solved
for a filtered velocity field — representing the larger/grid scale flow motions. Meanwhile,
the influence of the smaller/sub-grid scale (SGS) motions is represented by a model in-
cluded in the filtered NS-equations. Thus, extensive calculations are avoided to explicitly
solve the smaller-scale motions. Compared to RANS, LES has the advantage of describ-
ing the unsteady, grid-scale turbulent structures though it is computationally more ex-
pensive. Hence, it is a good choice to apply LES for solving the unsteady motion in
turbulent flows to a certain extent of accuracy.

The earliest and simplest LES model was proposed by Smagorinsky [1], where the
sub-grid scale (SGS) turbulent stress tensor is related to the resolved strain-rate ten-
sor by a scalar eddy viscosity with a linear algebraic equation. Based on the linear
eddy-viscosity assumption in the Smagorinsky model, more models are proposed by
other researchers, including dynamic models [2—4], dynamic mixed models [5, 6], struc-
ture function models [7, 8], wall adapting local eddy viscosity model (WALE) [9], etc.
More recently, the anisotropic minimum-dissipation (AMD) model has been proposed
by Rozema et al. [10] and evaluated in OpenFOAM by Zahiri and Roohi [11,12], which
considers the effect of various directions in computing sub-grid stress and is capable of
operating in transitional flows. In the above models, either constant model coefficient or
dynamic model coefficient is adopted—an operation called test filtering is commonly used
to evaluate the dynamic coefficient. Transport-equation model is another important LES
approach, where transportation equations for the SGS terms are formulated, accounting
for the historic and non-local effect of SGS kinetic energy due to production, dissipation
and diffusion. Representative works on the transport-equation LES model are given by
Deardorff [13], Schumann [14], Yoshizawa and Horiuti [15], Ghosal et al. [16], Fureby
et al. [17], Krajnovi¢ and Davidson [18], Gallerano et al. [19]. The SGS turbulent stress
tensor is explicitly modelled in the above introduced models, while Boris et al. [20] advo-
cated to solve the filtered NS-equations without using an explicit SGS model and to use
the inherent dissipation from the discretization scheme as an implicit SGS model. This
approach is known as MILES (Monotone Integrated Large Eddy Simulation). Other rep-
resentative LES calculations with this approach can be found in the studies by Tamura
and Kuwahara [21], Knight et al. [22], Urbin and Knight [23]. The reader may refer to
Meneveau and Katz [24], Pope [25], Yang [26] for more details about LES modelling,
where the performance of various models is evaluated and discussed.

Although substantial efforts have been made to develop various SGS models in the
last few decades, they all have limitations—a model which works very well for one type
of problem may turn out to be unsuitable for another type of problem. In addition, the
accurate simulation of near-wall flow regions is essential in many practical engineering
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configurations, while it would become very expensive to perform a wall-resolved LES
for turbulent flows with high Reynolds numbers [25]. Comprehensive reviews on wall
layer modelling were provided by Piomelli and Balaras [27] and Piomelli [28], where it
was pointed out that “no universally accepted model has appeared”. Hence, it remains a
challenge to resolve the near-wall regions accurately in LES nowadays. Consistent results
can be achieved for DNS at various Reynolds numbers if the mesh size is comparable
to the famous Kolmogorov lengthscale (17 ~ Re /%), where Re is the Reynolds number
defined by the bulk flow velocity). However, it is difficult to find out the appropriate
mesh configurations in LES to get consistent results that scale reasonably with Reynolds
number. This usually becomes very tedious when simulations need to be conducted for
various Reynolds numbers, as the results of the LES are sensitive to the mesh size even
for a fixed Reynolds number [29]. In this paper, a scaling law relating the mesh size to
the Reynolds number was proposed to ensure consistent results for LES as the Reynolds
number was varied, where the scaling law was further verified in the plane channel flow
simulation.

2 Governing equations and numerical methods

In this section, the governing equations for LES, the SGS modelling, as well as the nu-
merical schemes are introduced. In the present work, simulations are performed with an
open source CFD tool, OpenFOAM, which provides a large variety of solvers, discretiza-
tion schemes and turbulence models, as well as the flexibility of developing new libraries
according to the users’ need. The self-developed code in OpenFOAM also possesses the
capability of processing the data in parallel using the message passing interface (MPI)
mechanism.

2.1 Governing equations and LES turbulence modelling

The incompressible flow of Newtonian fluids is governed by the continuity equation
(2.1a) and Navier-Stokes equations (2.1b) shown as follows (in Cartesian tensor notation),

au;
axi a
ou;, oU;U; AU, 19

i iYj_ j _ 19

ot + ox; Vaxiaxi p ox;’ (2.1b)

0, (2.1a)

where U; (or U in vector notation) and p denote the fluid velocity and pressure, respec-
tively, and p and v represent the fluid density and kinematic viscosity, respectively. The
above equations can be solved using a very fine mesh for all scales of motions, i.e., us-
ing direct numerical simulation (DNS). However, the computational cost of DNS is too
high, and it is thus inapplicable for practical high-Reynolds-number flows. Most of the
computational effort in DNS is on the small dissipative motions, whereas the energy and
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anisotropy are contained predominantly in the larger scales of motion [25]. Hence in
LES, the dynamics of the larger-scale motions are computed explicitly, the influence of
the smaller scales being represented by simple models. To achieve that, the velocity U
is decomposed into the sum of a filtered /resolved component U (representing the grid-
scale motions) and a subgrid-scale (SGS) component u by a spatial filtering operation.
The filtered conservation equations can thus be obtained from Eq. (2.1) as follows,

ou;
L=0

o, (2.2a)
o, Aul;  o*U; 1ap Ot
W—’_ ax,- _Vaxiaxi _EGTCJ-_ axi ! (2'2b)

where the SGS stress tensor is defined as 7;; = 7j; = U;U; — U;U;. The SGS kinetic energy
and the deviatoric SGS stress tensor are defined as
ksgs = %Tii and T} =1;— %Tkk(sij =Tjj— %ksgs5ij~

The SGS kinetic energy is subsumed into a modified filtered pressure p=p+ 3pksgs [25].

Turbulence (closure) modelling for Tl-? is required to close the above system of equa-
tions, and various LES models are available nowadays. As was mentioned previously,
there is not a universally accepted LES model that has been proven to be applicable for
all practical flows; and more complicated models do not necessarily guarantee better per-
formance [27,28]. More importantly, a sufficiently fine mesh is still required to capture
most of the turbulent kinetic energy in current wall-resolved LES and the LES model
only takes care of the sub-grid-scale turbulent motion. Hence, we have chosen the most
fundamental and widely used LES model for current study, i.e., the Smagorinsky model.
The SGS stress tensor T2 is related to the filtered rate-of-strain tensor,

if
. 1/a0; | o
5”_2<8xj+axi>’

through the eddy viscosity (1), i.e.,

Tp = —thS_ij = —0¢ (

ou; ol
1] *

ax]‘ + axi
The eddy viscosity is calculated as v; = C2A%S, where C; is a dimensionless constant,

A is the filter (grid) size and S = ,/25;;S;; is defined as the characteristic filtered rate-

of-strain. Lilly [30] derived C; ~0.17 from homogeneous isotropic turbulence, while it
was found to be too dissipative. It has been shown that C; ~ 0.1 behaves reasonably
well in turbulent channel flow [8, 31, 32] and this value is used in current study. The
standard Smagorinsky model tends to overestimate the wall shear stress due to non-zero
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eddy viscosity at the wall. To achieve satisfactory simulation accuracy with the standard
Smagorinsky model, we need to apply very fine mesh in the near wall viscous region to
reduce the eddy viscosity, which will increase the computational time significantly. The
Van-Driest-type damping function [33] is used for the filter width to ensure negligible
eddy viscosity near a wall, as has been widely applied in many other studies, including
Moin and Kim [32], Piomelli [34], Lenormand [35] and others. The damping function is
supposed to suppress the turbulence modelling in the near-wall region by reducing the
filter width, so that most of the turbulent kinetic energy and Reynolds stresses are carried
by the grid-scale motions and the near-wall region is resolved in a manner similar to that
of direct numerical simulation (DNS). Hence, a sufficiently fine mesh is still required to
capture most of the turbulent activities in current wall-resolved LES. With the SGS stress
tensor (TZ-I]? ) modelled, the momentum equation (2.2b) can be further written as follows in
both tensor notation and vector notation,

ot ol ot I; 7
L — a< ]> a< aul>+1ap:G(5xj,

"o o \am ) T aw \"ax, ) oo, 05
oU _ _ _ 1 '
= TV (O0) =V (v VO) =V [vesr (VD) +5VP=Gi,

where the effective viscosity is defined as v, s =v+v;. For experiments, a very long phys-
ical channel is required to allow the flow to become fully turbulent. However, for nu-
merical simulations, a long channel is not realistic due to the huge computational costs.
Hence, a constant pressure gradient (normalized by p and denoted as G in Eq. (2.3)) is
added in the longitudinal direction (x-direction) and periodic boundary conditions are
applied for the channel inlet and outlet. Similarly, periodic boundary conditions are also
applied along the spanwise direction (z-direction) for the left and right domain bound-
aries. Lastly, the no-slip condition is applied along the top and bottom walls (correspond-
ing to the wall-normal y-direction). In this way, the flow is driven by the prescribed
pressure gradient and becomes fully turbulent given a sufficiently long simulation time.

2.2 Numerical schemes

In OpenFOAM, the governing equations are solved with the finite volume method (FVM).
In the present study, a second-order implicit backward scheme is applied for the tem-
poral discretization (aa—[tj). Standard finite volume discretization of Gaussian integration
(Gauss scheme) is applied for the gradient terms (VU and V). Second-order Gauss
central-differential scheme is applied for the discretization of divergence terms, includ-
ing the velocity advection term (V-(UU)) and another diffusive term (V- [v, ff(VU)T] ).
Gauss scheme is applied for the Laplacian term (V- (v,;¢VU)), where the surface nor-
mal gradient (n-VU) is discretized with second order accuracy. Lastly, second-order
central-differential interpolation scheme was used to interpolate values from cell cen-
tres to face centres. The discretized equations are solved iteratively with the Pressure-
Implicit with Splitting of Operators (PISO) algorithm, which is a popular numerical
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scheme for pressure-velocity coupled equations. Large linear equation systems (in the
form of Ax=Db) are derived when the governing equations are discretized on all compu-
tation cells. A is a sparse matrix containing the coefficients of the spatial discretization.
Vector x stores the values of velocity or pressure, the dimension of which is the total
number of computation cells. Vector b stores the explicitly calculated flow data and the
boundary information. The linear equation system for the velocity is solved by Gauss-
Seidel smooth solver and Geometric-algebraic multi-grid (GAMG) solver is applied to
the linear equation system for the pressure. The implementation of the above numerical
schemes in OpenFOAM requires lengthy descriptions, and interested readers may refer
to Appendix A for more details.

3 A mesh size scaling law with Reynolds number

In the current study, we attempt to apply the LES to a plane channel flow with the near-
wall region well-resolved and to obtain consistent results over a range of Reynolds num-
bers (Re;:=395,590,1000). Hence, a mesh size scaling law with Reynolds number becomes
essential. For the current simulations for a channel flow, a uniform mesh is applied along
the streamwise (x—) and spanwise (z—) direction-both are homogeneous, while hyper-
bolic distribution of nodes is adopted in the wall normal (y—) direction for generating a
very fine mesh near the wall and a coarser mesh in the vicinity of the channel centreline.
Hence, the mesh interval along the x— and z— directions can be determined as

Ax=L,/(Ny—1) and Az=L./(N.—1),

where L, and L, are the streamwise length and spanwise width of the computation do-
main; and Ny and N, are the number of grid points on the respective edges. The node
distribution in the wall normal direction is symmetric about the channel centreline and
follows the hyperbolic function shown as follows:

L
sinhb=— 24 p, (solve numerically for b>0),
(Ny—1) Ayw
L tanh( i1 b—lb) . (31)
Ly Ny-1Y72
Si—7 1+t:n—h% ’ (1§1§Ny)/
Ay;i=Si1—S;, (1<i<N,—1),

where Ay, is the mesh interval in the wall-normal direction at the wall and i denotes the
index of the nodes. It can be verified that Ay; = Ayn,—1 = Ayw as shown in the following:
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Assuming that N, is an odd number, we can find out the node interval size in the wall
normal direction at the channel centreline as follows:

L, Ly . tanh(—%) Lytanh<Nybl>.

_ Y _
2 2 tanh% 2tanh%

Aye=Sny+1 —Sny-1
AL 4=

In practice, we have N, >100, Ay, ~©0(0.1) and thus

L, 2Re,
_ ~0(10),
(Ny=1)Ayw  (Ny—1) Ay

b>4. Considering that the difference between sinh(4) and cosh(4) is less than 0.07%, the
following approximation can be made with a very small discrepancy

tanh( b >~ b
N, -1 Ny—l’
Ly

———J—b=sinhbascoshb~0.5¢".
(Ny—1) Ay
Hence, we can estimate Ay, with good accuracy as follows:

Ly b Ly Ayysinhb 1+coshb e
~ - = - =Nyp——F— =AY
2tanhj Ny—1  2tanh; L, 2

Ay,

If we have specified the ratio between the wall mesh size and the channel centreline mesh
A;;, the value of b can be obtained as b~1n(4 ﬁ;’}u
wall-normal direction can thus be determined as

L
N,—1r = ln(4AyC>.
Ay

size, i.e.,

). The number of nodes in the
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We have thus determined the explicit relation between the mesh interval and number of
nodes required in all three dimensions, as shown in Eq. (3.2):

Ny—1=L,/Ax,

NZ_].:Lz/AZ, (32)
N, 1= _Lv ln<4AyC>

Y 2Ay. Ayw )’

The actual mesh size would vary greatly as the Reynolds number changes. However, the
variation is much smaller if we measure the interval size using viscous scales (wall or
inner units). The viscous scales are obtained as follows:

Ut =/ Tw/P: \% 5G/

51/ = V/ Uz,
Re;=ud/v=46/6,,
where 6 is the half-channel height, 7, is the wall shear stress, u; is the friction velocity,

dy is the viscous length scale and G is the prescribed streamwise pressure gradient in
Eq. (2.3). Eq. (3.2) can thus be written as follows:

_1_ Lx Rer
YU 5 Axt
_ L; Rer
1=~ (3.3)
R Ayt
N,—1= e11n<4 y;).
Ay, Ayy

If Ax*, Az*, Ay, Ay are all constants, the total number of grid points Ny, = NxN, N
scales with the friction Reynolds number as Ny, ~ Rei. According to the empirical law
of Re;~0.09Re"®® for a channel flow [25], we have Nyy. ~Re***. Such a scaling exponent
of 2.64 is even larger than that for DNS (N, ~ Re’/*), which is apparently unrealistic
for LES. By integrating the model energy spectrum function, Pope [25] proposed that
90% of the turbulent kinetic energy is contained by the motions of lengthscales larger
than 0.16L11, where L; is an integral lengthscale obtained by integrating the longitudi-
nal autocorrelation function. He further showed that Lq; tends to be linearly related to
another lengthscale L (L1; ~0.43L) in turbulent flows with sufficiently high Reynolds
number. The lengthscale L characterizes the large eddies in turbulent flows and is de-
fined as L =k!®/¢, where k is the turbulent kinetic energy and ¢ is the dissipation rate.
Thanks to the rapid development of computing power, abundant DNS data is available
for investigating the relation between L and the Reynolds number nowadays. In this
current study, the DNS results from Moser et al. [36] and Lee and Moser [37] are used
for analysis. The variation of L in the wall-normal direction is plotted in Fig. 1(a), where
inner units are adopted since the current LES aims for reasonably good resolution of the
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Figure 1: Variation of the lengthscale (L™) characterizing the large eddies in turbulent flows. (a) shows the
variation of L1 with y* at different Reynolds numbers, (b) shows the variation of Lt with Rer at different
wall-normal distances and (c) shows the variation of the power coefficient C with y™. The DNS results are from
Moser et al. [36] and Lee and Moser [37].

near-wall region. It can be found that the variation of L with Reynolds number is much
smaller in the near-wall region (y* <100) compared to that near the channel centreline
(y*/Rer > 0.5). The variation of L* is further compared at different values of y* in
Fig. 1(b). It may be seen that the lengthscale L™ does not vary much near the wall and
the dependence on Reynolds number only becomes significant for y* >50. LT grows as
the Reynolds number increases, but at a rate that is slower than that for a linear growth. It
is thus reasonable to represent the relationship between L™ and Re; as a power function
L* ~Re$, where C <1 is the power coefficient.
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The power coefficient C can be derived by fitting the curves in Fig. 1(b) with a power
trendline and the results are shown in Fig. 1(c). It is found that the power coefficient
C starts from a very small value near the wall and increases towards the channel cen-
treline. Hence, the characteristic lengthscale Lt increases with Reynolds number more
rapidly nearer to the channel centreline. As discussed previously, 90% of the turbulent
kinetic energy can be captured if the motions with lengthscales larger than 0.16 x 0.43L"
are resolved. We can thus conclude that a roughly fixed percentage (say 90%) of the tur-
bulent kinetic energy can be resolved by LES if the mesh size varies linearly with L™ as
the Reynolds number changes. Since L™ is almost independent of Reynolds number in
the viscous sublayer (C~0 for y™ <5), the same grid spacing needs to be maintained in
the near-wall region in the wall normal direction, i.e., a constant Ay, for all Reynolds
numbers. On the other hand, the mesh spacing dependency on the Reynolds number is
more significant away from the wall (y* > 5) and we have Ay, Axt, Azt ~ L+ ~ReS.
Apparently, it is not realistic or necessary to vary Ay}, Ax*, Azt with the distance from
the wall, since Ay, represents the mesh size in the wall-normal direction at the channel
centreline, and Ax™*, AzT are uniform throughout the channel. For a fixed value of C,
AyF, AxT, Azt ~ReS actually represents a weighted relation for the whole channel ac-
cording to the effect of different regions. Considering that all turbulent channel flows
show a log-law region, we choose the values of C within that region. Hence, the selection
of C is arbitrary between 0.2 and 0.35, corresponding to the values of C for 40 <y* <150,
which is a common log-law region for flows with Re; >395. A smaller C value indicates
a weaker mesh size dependency on Reynolds number, suggesting a finer mesh config-
uration and more turbulent kinetic energy resolved. A larger C value corresponds to a
coarser mesh configuration and less turbulent kinetic energy resolved. For this current
study, we have adopted C=0.3 as a good compromise and the scaling of Ax™, Az*, Ay
with Re; can thus be prescribed as

Axt=a,Re??, AzT=a,Re?® and Ayl =a,Rel’,

where ay, a, and a, are constant coefficients. The relation between the number of nodes
and the Reynolds number can thus be determined as follows:

r 0.7

N,—1=LxRe&
0 ay
L, Re%”

N,—1=—228t (3.4)
S a,
Rel’ 4

Ny—1=-%r [m( “i>+o.3lnReT].
ay Ay

The effect of 0.3InRe; in Eq. (3.4) is not important for the Reynolds numbers in the present

paper, which is subsumed by the much larger term ln(%). Hence, we are able to de-

rive the scaling relation between the number of grid nodes and the Reynolds number
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as Nyyz ~ Re%‘l ~Re!®. This is consistent to the estimation by Chapman [38] for LES in
aerodynamic applications, where Ny, scales with Re!8. For the current study, the com-
putational domain size is fixed as Ly =276 and L, = 7té for all numerical simulations
at different Reynolds numbers, where J is the half-channel height. Lozano-Duran and
Jimenez [39] have shown that further increasing the domain size does not show signifi-
cant advantage for Reynolds numbers up to Re; =4200.

4 Simulation and discussion

In this section, the mesh-size scaling law introduced in the preceding section is validated
with LES of channel flow at different Reynolds numbers. The simulation results are dis-
cussed and verified against published data.

4.1 Mesh configuration

In most DNS studies of channel flow [36,37,39,40] the mesh resolution in the wall-parallel
directions is Ax"~10 (streamwise) and Az* ~6 (spanwise), which does not show obvious
dependence on the Reynolds number. However, large variations are noted for the mesh
spacing in the wall-normal direction among different studies, where Ay} varies from 0.01
to 0.5 and Ay, varies from 3.4 to 12.5. Though the mesh requirement is not as strict as
DNS, a relatively fine mesh is still required in LES to resolve the near-wall region with
a reasonable accuracy. In this section, the mesh size is varied at Rer: =395 to determine
how the LES results would be affected. In the current LES study, the mesh spacing is kept
in the same order of magnitude as that used in DNS studies though the overall mesh is
coarser. The SGS turbulence modelling used in LES is expected to resolve the flow field
on a coarser mesh with reasonable accuracy and to reduce the computational cost signif-
icantly. Ay, =0.2 is applied for all LES studies in this paper to yield sufficiently good
near-wall resolution since the viscous sublayer does not vary much with the Reynolds
number and needs to be resolved in nearly the same manner as DNS. Such a wall bound-
ary resolution is better than the suggested value (0.5 <Ay, <2) in wall-resolved LES [29],
and is quite close to that in some DNS studies. In that case, the damping function is
applied to prevent excessive turbulent modelling near the wall, which was explained in
Section 2.1. The SGS turbulence modelling used in LES is expected to resolve the flow
field on a coarser mesh with reasonable accuracy and to reduce the computational cost
significantly compared to DNS. Meanwhile, the time step size is selected to be sufficiently
small so that the average CFL number is below 0.2 and the maximum CFL number is be-
low 0.6. The complete parameters of the mesh configuration can be referred to in Table 1.
The simulation time of the three LES cases was at least Tu. /=280 for the flow to become
stable, which is much longer than the time used in most DNS studies (Tu./~10). The
simulation running time is around 1 week (48 CPU cores) at Re; =395, 1 month (72 CPU
cores) at Re; =590 and 4 months (120 CPU cores) at Rer =1000.
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Table 1: Mesh configurations at Rer =395.

Name Ax"™ Az" Ayf N:. N, N,
Re395F 191 155 182 131 81 131
Re395 165 124 153 151 101 151
Re395M 146 103 131 171 121 171

Table 2: Parameters at all Reynolds numbers in the present study. The bulk Reynolds number is defined as
Re=(26Uy)/v and the bulk velocity U, is calculated as the quotient of the mean volume flow rate and the
channel cross section area.

Name Re; Re Ax" Azt Ayf N N, N, Tue/d K B
Re395 39497 13950 16,5 124 153 151 101 151 200 0.399 5.19
Re590 589.92 21990 146 143 173 201 131 201 140 0.396 4.97
Rel000 1000.00 40090 21.7 16,5 20.1 291 191 301 80 0.397 5.01

The mean streamwise velocity profiles determined by LES with the above mesh con-
figurations are plotted and compared with the DNS result from Moser et al. [36] in Fig. 2.
It can be found that the velocity profile deviates from the DNS data a lot if the LES
model is turned off with the mesh configuration "Re395”. On the other hand, the re-
sults from LES match fairly well with those from DNS throughout the whole channel
for all three LES cases. In general, more accurate results are obtained with a finer mesh
(more computation nodes) in LES. The deviation from DNS results is apparently larger
in the case "Re395F” with fewer computational nodes and larger mesh spacings, espe-
cially in the channel centreline region (y* > 0.3Re;). Nevertheless, the improvement of
case "Re395M” compared to case "Re395” is already marginal, which implies that a 54%
increase in the mesh nodes hardly improves the simulation results. Hence, the mesh
configuration “Re395” shows a good balance between numerical accuracy and computa-
tional cost at Re; = 395; and it may thus be used to determine the mesh configurations
at even higher Reynolds numbers with the help of the mesh size scaling law introduced
in the preceding section. The values of ax, az and ay can be determined from the mesh
configuration at Re; =395 as follows, as well as the scaling relation between mesh size
and Reynolds number:

Axt =a,Re¥3 ~2.7Re?3,
Azt =a,Re% ~2.1Re?3, (4.1)
Ayl =ay Re%? ~2 5Re%3.

Simulations were conducted for higher Reynolds numbers at Re; =590 and 1000, where
the mesh size and number are determined with the scaling law introduced in Section 3.
The coefficients have been calculated in Eq. (4.1) with the mesh configuration at Re; =395.
The values of a,, a, and a, are maintained at approximately 2.7, 2.1 and 2.5, respectively,
for the mesh configurations at Re; =590 and 1000. The complete mesh parameters in the
current study are summarized in Table 2, and the comparison with the theoretical values
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Figure 2: Mean streamwise velocity profile for Rer =395 with different mesh configurations. The DNS result is
from Moser et al. [36].
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Figure 3: Comparison of the theoretical mesh size given by Eq. (4.1) and the actual mesh size in Table 2.
Uniform mesh size is used in x and z directions, the y direction shows the mesh size at the channel centre.

given by Eq. (4.1) is shown in Fig. 3. It can be seen that the adopted mesh size follows the
scaling relation very well.
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4.2 Mean velocity

The mean streamwise velocity profiles are plotted in Fig. 4 for the data sets listed in
Table 2. By fulfilling the mesh size scaling law, it can be found that consistent results are
obtained as the Reynolds number (Re:) increases from 395 to 1000—-good agreement with
the DNS result throughout the whole channel. This verifies that the mesh size scaling
relation introduced in Section 3 is capable of ensuring consistent results as the Reynolds
number varies. Fig. 4 also shows that the velocity profiles at different Reynolds numbers
collapse well onto a common trend line in the log law region, whose extent increases with
Re;. The log-law relation is written as follows,

ut= %1ny+ +B, (4.2)

where x is the von Karman constant and B is another constant. The values of x and B were
determined for all cases in Table 2 by fitting the mean velocity data from 50 <y ™ <0.3Re
with R2=0.999, where R? is the coefficient of determination (R>=1 stands for a perfect fit).
The values of x and B show good consistency among various Reynolds numbers and are
very close to those in the DNS studies [36,37], k =0.399 and B=5.02 (Re; =395), x =0.400
and B=5.05 (Re;=590), k=0.397 and B=4.86 (Re;=1000). Meanwhile, the present values
agree well with those suggested by Pope [25], which are 0.41 and 5.2 respectively; and
those reported in the experiment by Schultz and Flack [41], k =0.40 and B=>5.0. Overall,
the current LES gives a good prediction of the mean velocity profile for a channel flow
and the grid size scaling law ensures consistent results as the Reynolds number varies.

Mean velocity
251

——LESRe_=395 A
—+—DNSRe_=395
--=-LES Re_= 590
©--DNS Re_=590
LES Re_= 1000

201

15 |-=- DNSRe_=1000
.
>
10}
5|
0 ;—ﬁ-—“‘"}e’.’/ L L
107! 10° 10" 102 10%

Figure 4: Comparison of the mean streamwise velocity profiles between LES and DNS at different Reynolds
numbers. The DNS results at Re; =395 and 590 are from Moser et al. [36], and those at Re; =1000 are from
Lee and Moser [37].
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4.3 Shear stress and Reynolds stress

In a fully developed channel flow driven by a constant pressure gradient, the total shear
stress (7) follows a linear profile in the wall-normal (y) direction, which in both laminar
and turbulent flows. The linear shear stress profile is given by Eq. (4.3)

T(y) =Tw (1—%), (4.3)

where 1, =7 (y=0) is the wall shear stress. For a turbulent flow, the total shear stress
(7) is the sum of the viscous shear stress (pvd(U)/dy) and the Reynolds shear stress
(—p(uv)), where the terms with the angle brackets ( ) denote the time-mean values. In
LES studies, an additional term (— <Tx%>) is included in the total shear stress due to the
SGS turbulence modelling. The composition of the total shear stress in the current LES
can be derived by taking the time-mean of the x-momentum equation from Eq. (2.2b) as

follows.
paay {vm—<ﬁ5>—<’rg>] = BS?

Since the mean pressure gradient along the x-direction is a prescribed constant, we have
the total shear stress for LES shown in Eq. (4.4)

T:pvagf —p(ﬁﬁ)—p<ryg>, (4.4)

where i, 7 represent the fluctuation of the filtered velocity (e.g., 1 = U—(U)) and the
D

SGS stress tensor 77" is calculated from the LES modelling (see Section 2.1 for details).
In addition to the viscous shear stress and the grid-scale Reynolds shear stress, the total
shear stress comprises another modelled stress, i.e., —p(T,@). Profiles of the shear stresses
are plotted in Figs. 5(a), (c) and (e), where linear variation of the total shear stress is ob-
tained for all Reynolds numbers in the current study. It is apparent that the viscous shear
stress dominates in the near-wall region but becomes negligibly small compared with the
Reynolds shear stress as the distance from the wall increases. The peak of the grid-scale
Reynolds shear stress increases with the Reynolds number, and so is the modelled shear
stress. The modelled shear stress is mostly confined within a small region near the wall,
for which its change is rapid, especially near the peak. It can be found that the small
region is roughly between the range of 3 <y < 10 if the shear stresses are plotted using
the wall viscous units. The rapid variation is because ’L’ilj) largely depends on the local
velocity gradient and the grid size, which show large variations in the near wall region.
The other non-zero components of the Reynolds stress tensor (i.e., (%), (%) and (@0?),
where p is omitted for simplification) are shown in Figs. 5(b), (d) and (f), together with the
comparison with DNS data. In generally, the above Reynolds normal stresses obtained
by LES are lower than the DNS data. The current LES has predicted almost equal peaks
for (%) compared to the published DNS data, and smaller peaks are captured by the
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Figure 5: Shear stresses and Reynolds stresses. (a), (c) and (e) show the components of the total shear stress.
(b), (d) and (f) show the profiles of Reynolds stress tensor ({7
result. The vertical axis tittles (xr, and x,2) are the multiplication of the wall shear stress and the square of

the friction velocity, respectively. The DNS results at Re; =395 and 590 are from Moser et al. [36] and those
at Rer =1000 are from Lee and Moser [37].

), (82) and (@?) and the comparison with DNS
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current LES for the other two components. Meanwhile, the locations of the peak values
for LES are very close to those for DNS. The mismatch with DNS data is expected and is
also reported in LES studies on channel flow by Lenormand et al. [35], Chatzikyriakou
et al. [42], Kermani et al. [43] and others. The underestimation of the Reynolds stresses is
not surprising, since LES is performed on a coarser mesh and the filtered velocity cannot
contain as many fluctuations as the fully-resolved velocity in DNS. In addition, veloc-
ity fluctuations are further inhibited by the SGS turbulence modelling through the eddy
viscosity vy, which increases the effective flow viscosity and friction. Despite the above-
mentioned discrepancy with the DNS data, the overall trend of the curves is the same as
that in DNS at the same flow condition. More importantly, the variation of the curve with
Reynolds number is consistent with that in DNS. Following the mesh scaling law, we can
thus give reasonably good prediction to a flow with even higher Reynolds number at
significantly lower computational cost.

4.4 Turbulent kinetic energy

The turbulent kinetic energy (TKE) in large eddy simulation consists of two parts, i.e.,
the grid-scale TKE and subgrid-scale TKE. The GS-TKE is calculated directly from the
filtered /resolved flow field, while the SGS-TKE can only be modelled. The calculation of
GS-TKE is the same as the TKE in DNS, i.e., k¢s = (;1;) /2. In the Smagorinsky model,
the assumption is made that the transfer rate of energy (—Til]? Sij) to the sub-grid motions
is balanced by SGS dissipation (gs¢s), which can thus be modelled as follows:

£sgs =T Sij = —1S* = —CiN*S°. (4.5)
The relation between the SGS dissipation and the SGS-TKE can be further modelled as

C
e
which is commonly used in the model transport equation of SGS-TKE [15, 16, 19, 30].
Hence, the SGS-TKE can be determined as follows:
2
A 34 2
k= (—gesss) =CICINS, (46)
where C; ~ 0.1 as discussed in Section 2.1, and C¢ =1 as suggested by Lilly [30] and
Yoshizawa and Horiuti [15], which have been adopted in current study. The variations
of the GS-TKE and the SGS-TKE are shown in Figs. 6(a)-(c), as well as the comparison
with DNS data. Comparison of the GS-TKE and the SGS-TKE clearly shows that current
LES can resolve most of the turbulent kinetic energy in the grid scale. It can be found
that the GS-TKE obtained by LES is generally smaller than the TKE in DNS and the peak
locations are quite close for the two types of simulations. This is consistent with the
results in Section 4.3, considering that the GS-TKE is calculated as

kgs =5 (%) +(2%) + (%))
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The total TKE (GS+SGS) in LES matches with the TKE in DNS fairly well for all Reynolds
numbers in the current study, especially in the near-wall region (y* < 10), where the total
TKE is almost accurately predicted with the current LES configurations. In addition,
the variation of the turbulent kinetic energy with Reynolds number is consistent with
that for DNS, which verifies that the grid size scaling law is helpful for determining the
appropriate mesh configuration so that roughly the same amount of turbulent kinetic
energy can be resolved at different Reynolds numbers.

In the LES formulation, the TKE transport equation, which governs the evolution of
the GS-TKE, is given by Eq. (4.7). Detailed derivation of the equation can be referred to
in Appendix B

Okgs - Okgs
:—<aia]->a<uj> 1) Phg 900\ 19(mp)
0 2 dx; 0x;0x; 0x; 0x; o ox;

production (P) turbulent transportviscous diffusion dissipation (¢) ~pressure transport

. 81'1-’]-3
—\ Y axi . (4.7)

The above formulation is different from the TKE transport equation in DNS, which can
be found in Pope [25] and Lee and Moser [37]. In addition to the five named terms, we
have one more term originating from the SGS stress tensor (‘q’jJ ), which can be further
decomposed into two terms as follows:

b\ alaTp
(o) =25 (g,

where — <Ti’? 5,j) is the fluctuational contribution of the entire mean kinetic energy trans-
ferred to the sub-grid-scale motions

(= (asi)=— () (S —(fsi) )
Hence, it represents the kinetic energy loss from the grid-scale motion to the sub-
grid-scale motion due to the grid-scale fluctuational flow motion. The other term,
—8<ﬁjrilj) )/9x;, has the same form as the transport terms in Eq. (4.7), which may thus
be understood as the SGS stress transport. The balance of the TKE budget is calculated
by summing up all the terms on the right-hand side of Eq. (4.7), which should theoret-
ically be equal to zero under statistically stationary flow conditions. The balance of the
TKE budget is plotted in Fig. 6(d), where the notation “w” denotes balance curves with
the additional term in Eq. (4.7), while “w/0” indicates the curves without the additional
term. Schiavo et al. [44] have also investigated the TKE budget in LES for a channel flow,
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Figure 6: Turbulent kinetic energy and balance of TKE budget. (a), (b) and (c) show the variation of the
turbulent kinetic energy (including GS-TKE, SGS-TKE and the summation) at different Reynolds numbers,
as well as the comparison with DNS result. (d) shows the balance of the TKE budget in LES formulation.
The DNS results at Rer =395 and 590 are from Moser et al. [36] and those at Rer =1000 are from Lee and
Moser [37].

but did not consider the last term in Eq. (4.7). The variation of the balance curves ob-
tained by them is of the same order of magnitude (~ 0.05u% /v) as the curves without the
additional term in Fig. 6(d). The balance curves are significantly improved when the ad-
ditional term is taken into account. The maximum value of the balance is approximately
0.01u% /v and occurs near y™ =10, which is largely independent of the Reynolds number.
The slightly numerical imbalance is induced by the limited resolution of the mesh as well
as the rapid variation of the grid size and the velocity gradient near the wall. Further-
more, we may find that consistent results for the TKE budget balance can be obtained at
different Reynolds numbers by satisfying the grid size scaling law.
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4.5 Velocity spectra

Streamwise (x—) one-dimensional spectral densities of the velocity fluctuations (E,;, (kx),
Ev(xx) and Eqy(ky)) are shown in Figs. 7-9, where «, represents the wavenumber in
the streamwise direction. The current LES results are compared against the DNS results
from literature [36,37] at Re; =395, 590 and 1000; the velocity spectra are measured at
two distances from the wall, i.e.,, y© =20 and 40. It can be found from the comparison
that the LES results match the DNS results fairly well in the low-wavenumber region and
deviate in the high-wavenumber region. This is consistent with expectations, since the
dynamics of the larger-scale motions (corresponding to smaller «,) are computed explic-
itly in LES and the influence of the smaller scales (corresponding to larger xy) is taken
care of by the turbulent model. Hence, the LES is not able to compute the spectral den-
sity accurately at high wavenumbers (small motion scales). Moreover, the mesh in LES
is coarser than that in DNS, and the maximum resolved wavenumber is thus lower in
LES. As a result, the LES results show a drop of the spectral density at large wavenum-
bers compared to the DNS results, for all three velocity components. Evidently, current
LES can capture the Kolmogorov —5/3 spectrum in the inertial subrange for all veloc-
ity components, which also shows good universality among different Reynolds numbers
and y locations. Further inspection of the velocity spectra shows that the LES results
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Figure 7: Streamwise (x—) one-dimensional velocity spectrum (E,u(ky)) at indicated y locations. The DNS
results at Rer =395 and 590 are from Moser et al. [36] and those at Rer =1000 are from Lee and Moser [37],
so are the results presented in Fig. 8 and Fig. 9.
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Figure 8: Streamwise (x—) one-dimensional velocity spectrum (Ey,(ky)) at indicated y locations.

can match the DNS results up to a higher wavenumber at smaller y location (y* =20
versus 40). This means that the region nearer to the wall is better resolved, which is in-
tended in current wall-resolved LES and agrees well with the turbulent statistics in the
preceding sections. Notably, the spectral density decreases rapidly as the wavenumber
increases, which shows that the bulk of the turbulent kinetic energy is contained in the
low-wavenumber (large-scale) motions. This is also consistent to the analysis of the tur-
bulent kinetic energy in Section 4.4. Last but not least, the good match of the LES results
and the DNS results at different Reynolds numbers verifies that the mesh configuration

determined by the grid size scaling law can capture the velocity spectra reasonably well
as the Reynolds number varies.

4.6 Flow structures

Streaks are very important flow structures and show up frequently in wall-bounded tur-
bulent shear flows, which represent elongated regions with low instantaneous stream-
wise velocity. On the other hand, the fluid between the streaks moves relatively faster.
Streaks have been visualized in the near-wall region in both experiments and numeri-
cal simulations [40,45-47]. Near the wall, the streaks are randomly distributed with a
spacing of approximately 80 to 120 wall units (6v), which is independent of the Reynolds
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Figure 9: Streamwise (x—) one-dimensional velocity spectrum (Eyy(kx)) at indicated y locations.

number [25]. The streak patterns are visualized in Figs. 10(a)-(c), where the instantaneous
velocity contours are plotted in the wall-parallel planes at y™ =15. It can be found that
the distribution of streaks agrees well with that reported in literature, which exhibits a
spacing of around 100 wall units (év) and shows no dependency on the Reynolds num-
ber. In the near-wall region, streamwise vortices (rolls) are identified as the dominant
vortical structures for a turbulent flow [48,49]. Such streamwise vortices lift up the slow-
moving fluid near the wall on one side (left or right side of the vortex core), while bring-
ing down the fast-moving fluid away from the wall on the other side, which contributes
to the streaks in the wall-parallel planes. Head and Bandyopadhyay [50] suggested that
the streamwise vortices further stretch away from the wall to form horseshoe (hairpin)
vortices. The near-wall vortical structures are visualized by A, iso-surfaces at Re; =395
in Fig. 10(d). The streamwise vortices near the wall can be identified clearly, including
the upward stretching at the downstream and the appearance of horseshoe vortices (in-
dicated by the dashed curves). We can thus conclude that the current LES is capable of
capturing the important turbulent flow structures reasonably well. Moreover, consistent
flow topology can be obtained as the mesh size scaling law is satisfied.
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Figure 10: Near-wall streaks and vortical structures. (a), (b) and (c) show the streak patterns at y™ =15 for
Rer=395, 590 and 1000, respectively. Dark regions represent low speed regions, whereas bright regions represent
high speed regions. (d) shows the near-wall vortical structures at Rer =395, vortex strands are visualized by
iso-surfaces of A, =—0.0025, normalized by inner units.

5 Conclusions

In this paper, large eddy simulation (LES) is applied to a turbulent plane channel flow,
where a grid size scaling law is developed to determine the appropriate mesh configu-
ration as the Reynolds number is varied. An optimal mesh configuration is firstly de-
termined at a relatively low Reynolds number (Re; = 395), which shows good balance
between computational accuracy and cost. The mesh configurations at higher Reynolds
numbers can thus be determined with the mesh size scaling law. Simulations have been
conducted at various Reynolds numbers (Re; =395, 590 and 1000) to validate the grid
size scaling law with extensive comparison against published results. The current LES
is able to predict the mean velocity profile accurately for all Reynolds numbers under
investigation. The von Kdarman constant obtained in the current study agrees well with
that reported in the literature. Good linear variation of the total shear stress with dis-
tance from the channel wall is obtained in the current study, which is an important dis-
tinguishing feature for a plane channel flow. In addition, the grid-scale Reynolds stress
tensor is calculated with reasonably good accuracy. By taking both the grid-scale and
subgrid-scale turbulent kinetic energy (TKE) into consideration, the overall TKE matches
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surprisingly well with that from DNS studies in the near-wall region. Good balance of
the TKE budget is also obtained by formulating the grid-scale TKE transport equation
in LES. The velocity spectra obtained from LES are consistent with that from DNS, espe-
cially in the low-wavenumber region. Meanwhile, the Kolmogorov —5/3 power law is
evident in the spectra. This suggests that the bulk of the turbulent kinetic energy can be
resolved directly, which is intended in current LES. Lastly, the near-wall streaks and vor-
tical structures can be well captured. Hence, we can conclude that reasonably accurate
results can be obtained with the current LES. More importantly, extensive validation has
shown that the variation of the results with Reynolds number is consistent with that for
DNS if the grid size scaling law is satistied. We can thus obtain reasonably good predic-
tions for flows at even higher Reynolds numbers with significantly lower computational
costs compared to DNS. Last but not the least, the current LES may also be applied to
other wall bounded turbulent shear flows, such as pipe flows, boundary layer flows and
channel flows with modified geometries and boundary conditions. The reason is because
sufficiently good near-wall resolution is used in the current wall-resolved LES, and the
near-wall viscous region is resolved in nearly the same manner as DNS. In addition, the
selection of the power coefficient in the grid size scaling law corresponds to the value
in the range of 40 < y™ < 150 (see the discussion in Section 3), where the variation of
physical quantities is relatively less dependent on the boundary. On the other hand, val-
idation and grid size testing are still essential at low Reynolds numbers to find out the
appropriate mesh configuration, before the mesh size scaling law can be applied. Similar
mesh size scaling law and LES model have been applied in the study of turbulent flow
drag reduction by the superhydrophobic surface [51], which has more complex boundary
conditions than plane channel flows.

Appendix A: Numerical schemes in OpenFOAM

In this section, the original NS equation for incompressible flows (without turbulence
modelling) is considered to illustrate the numerical schemes in OpenFOAM. Simple
schemes are selected for the purpose of demonstration, which might be different from
the schemes used in the present study.

Discretization

Integrating the NS equation

U
<at+V-(UU)—V-(vVU)+Vp:O>
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over the cell volume V centered at the point P yields and applying the Gauss theorem (S
stands for cell face area) result in the following;:

oUp 1 1 1
at"f—V;Ufgbf—V;V(nf‘VUf)Sf—i—V;pfnfoZO,

where ¢ =U-nS ris defined as the surface flux, U f and p r are the cell face values.
The terms in the above equations are discretized or interpolated as follows (Euler
backward scheme used for simplicity)

1
(35 Esd ) ) U3+ B gsa—sr ) 0
—|—Z< 1 n+1+ " n+1>n _iU”
W epe N 0y = 3y U

The letters (a,a’,a”) represent the discretization/interpolation coefficients containing the
mesh geometry information and boundary conditions, the values of which depend on
the schemes. N stands for the neighboring cell centre. The reader may refer to the Open-
FOAM documentation for more details about different discretization schemes.

Defining vectors

u; 1% Wi P1
U, Va W, p2
X1 = , X2= ; X3= ;. X4= ’
Up-1 Vv Wnm-1 PM-1
Um Vm Wum pm

where M is the total number of computational cells. The above discretization of the x-
momentum equation for all computational cells can be written as follows:

1 1
(At‘I+B) XT+1 = EX? - CXXZ+1'
Similarly, the y-momentum equation and the z-momentum equation can be derived for
x> and Xs.
Pressure Poisson equation

Velocity (x1, x2 and x3) and pressure (x4) are coupled in the above linear system of equa-
tions, which is usually not solved directly. In the PISO algorithm, the linear system of
equations is split into an implicit predictor step and multiple explicit corrector steps. A
pressure Poisson equation is formed for the corrector step in the PISO algorithm

1 n 1 n
<At+ D (brase _W/fP)> U+ L (9 —va ) URY = 5 Up = Vi
7 7
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is exact and can be rearranged as follows:

1

UI’Z+1 —
(a +§ (prasp—va'gp

P

1 1
U?;H A (AtUP ZAPNUH+1 vpn+l> ,
with ,
Ap=3;+) (9rapp—va'se)
f

are the diagonal entries of the matrix

1
<AtI+B) and APN:(Pfqu_Ua,fN
are the off-diagonal entries.

Defining vector

1
hitl = EU” ZA pNU”J“1 (source term minus off-diagonal terms),

we can further define another vector

n+1
) R+ us ?APNUfN
n+ p— P— —_—
U HbAT AL, T AtAp Ap

and construct a 3 x M matrix

Kl — [unﬂ } '
HbyA — | " P,HbyA P=123,-,M

Hence, we have
n+l_  n+l 1 n+1
Up PHbyA™ A, - VpPp -

The values of U™, u”HJg; 4 and Vp"*! are interpolated from cell centres to cell faces and

1
Un+1 _un+1 B v/ n+1
P,f P,fHbyA Aps P

is derived.
According to the continuity equation,

VUt =0,
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we thus have:
1
ZUH—H nfo:;<u?)f1thA qufvp;l):;}) nfoZO,
- 1 _ 1
;Ap,f VPE‘ 'nfsf—;ug;,HbyA'nfo-

If we ignore the difference between Ap and Ap, r the above equation is the discretized
form of

/ veppttav= [ Veuplh av.

Hence, the pressure Poisson equation is derived as follows:

1
vZ n+1 __ V i un+1 )
Ap Pp P,HbyA

pi! can be solved from the above pressure Poisson equation. Hence,

1 1
Ap/nf Vs = /nf upHadS,

7251‘ (ngPp +8fNPn+l> an quHbyASf
P (;ngfP> p?’+l+AP;ngprf Z¢Pf HbyA*

The above discretization (the letter g represents discretization coefficients) for all compu-
tational cells can be written as follows

n+1
GXZ+1 — [Z(Pf,HbyA] .
f

PISO algorithm

Predictor

1
ApU}nLZApNU}N:A—tU%—Vp%
f



1562 J. Yao and C.]. Teo / Adv. Appl. Math. Mech., 14 (2022), pp. 1535-1566

is solved with the Gauss-Seidel smooth solver. In the form of a linear matrix system
(Ax=D),

1 1
<NI+B> Xy = 7% — Caxg,

1 1
<AtI+B> X5 Exg —Cyxj,

1 1
(At1+B> X5 Exg—czxg.

Corrector

The intermediate velocity and pressure are denoted by U* and p*, respectively.
Let U*=U'". The following quantities are derived:

Up Hpya = AtAr  Ap and  p ¢ ppya =Up £ Hpya TFSS-

The pressure Poisson equation is solved for p* with the GAMG solver:

1 * 1 * %
2o | LSr8sp | Pot o LSs&eNPiN = L Pb s Hoya-
PAS Py f

In the form of a linear matrix system (Ax=Db),

GXZ = [Z‘Pf,HbyA] .
f
U* is updated using
Up=Up ppyn — AlPVva-
The above two steps are repeated until convergence is achieved, then
Un+1 :U*, pn+1 — P*-

The PISO algorithm can be summarized with the figure below.

Appendix B: Grid-scale TKE transport equation in LES

Mean momentum equation:
- - - _ D
o) oUW _ (W) 13(p) o{mit;) _a<TiJ' >
ot 0x; ox;0x; P 0x;j 0x; ox;
o) o{Ui) (W) _ (W) 13(p) o{mity;) 9{2vi5y)
ot 0x; dx;0x; p 0x; ox; o0x;
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| t=t+At

Predictor

v 1 m n
AU+ ;‘A)WU’M = Ar UL -Vpp

—>| Calculate Wome oy |

Update p*

| R .
—V? Veu
A Pe Pt

1 P | 4 ¢
258 |Pr S 8 P = 2 e
4T 4,7 7

-Uml =U., lr?ml =p‘

Update U*

U, = “:-Jm Vp,

Figure 11: Flow chart for the PISO algorithm.

Fluctuating momentum equation:

o9t Bxi a e o
o D
P10 o) o i)
~ox; ;0X; pax] ox; 8x1- ox;

Multiplying the fluctuating momentum equation by i;

oii; o (U;)  o(Upyir; Ol

j o o oWi\Yj) o) U dUil

I T B P R o
;. 1.9p op’ . o (il u]> T _.a<7i?>

! Bx iox; p ]8x] I 9x; u] axl Y ox;
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Take the mean of the above equation to derive the grid-scale turbulent kinetic energy
(kgs = (1;11;) /2) equation:

Okgs - Okgs

ar T 5y
_—<aia]->a<uf> 1(magy) o Phg 900\ 19(mp)
ox; 2 dx; 0x;0x; dx; 0x; o ox;

production (P) turbulent transportviscous diffusion dissipation (¢) pressure transport
E)TZ-D

gL,
] 8x1-
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