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Abstract. In this paper, we construct a Crank-Nicolson finite volume element scheme
and a two-grid decoupling algorithm for solving the time-dependent Schrödinger equa-
tion. Combining the idea of two-grid discretization, the decoupling algorithm involves
solving a small coupling system on a coarse grid space and a decoupling system with
two independent Poisson problems on a fine grid space, which can ensure the accuracy
while the size of coarse grid is much coarser than that of fine grid. We further provide
the optimal error estimate of these two schemes rigorously by using elliptic projection
operator. Finally, numerical simulations are provided to verify the correctness of the
theoretical analysis.
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1 Introduction

The time-dependent Schrödinger equation is one of the most important equations of
mathematical physics. This model has been widely used in many fields, such as plasma
physics, nonlinear optics, seismology, bimolecular dynamics and protein chemistry. In
this article, we consider the initial boundary value problem of two-dimensional time-
dependent linear Schrödinger equation as follows:

iut =−∆u(x,t)+V(x)u(x,t)+ f (x,t) in Ω×(0,T],
u(x,t)=0 on ∂Ω×(0,T],
u(x,0)=u0(x) in Ω̄,

(1.1)
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where x=(x1,x2)T, Ω⊂R2 is a bounded convex polygonal domain with smooth bound-
ary ∂Ω, the function f (x,t) and unknown function u(x,t) are complex-valued, u0(x) is
a smooth known complex-valued function, the trapping potential function V(x) is real-
valued and non-negative bounded for all x∈Ω, and i=

√
−1 is the complex unit.

At present, many scholars have studied the numerical solutions of the Schrödinger
equation. For example, Akrivis et al. [1] used the standard Galerkin method in space
and two implicit Crank-Nicholson schemes in time to approximate the solution of non-
linear Schrödinger equation. Jin et al. [2] studied the convergence of a finite element
scheme for the two-dimensional time-dependent Schrödinger equation in a long strip.
Antonopoulou et al. [3] investigated the generalized Schrödinger equation with mixed
boundary conditions in a two-dimensional noncylindrical domain. Wang, Tian et al. [4,5]
studied the superconvergence property of time-dependent nonlinear Schrödinger equa-
tions. It is well known that the finite volume element (FVE) method is not only simple in
structure, but also can maintain the local conservation of physical quantities. Two-grid
method was first proposed by professor Xu [6, 7]. The theoretical framework and basic
tools of FVE method and two-grid method have developed rapidly [8–26]. In [27–29],
a two-grid finite element scheme was proposed for solving the nonlinear Schrödinger
equation.

For the problem (1.1), Zhang et al. [30] constructed semi-discrete two grid finite el-
ement scheme and performed the corresponding convergence analysis. Afterwards,
Tian [31] and Wang [32] solved this problem by backward Euler and Crank-Nicolson
finite element methods respectively and obtained the optimal error estimates. By now,
the Schrödinger equation is mainly studied by spectral method, finite element method
and finite difference method. Considering the advantages of FVE method and two grid
method, we want to apply them to investigate the Schrödinger problem.

In this paper, we use the finite volume element method and Crank-Nicolson scheme
in space and time respectively to solve the linear Schrödinger equation. Furthermore, the
corresponding error estimates are analyzed by using elliptic projection operator. At the
same time, we propose a two-grid finite volume element decoupling algorithm for the
Schrödinger equation and derive the corresponding error estimate. With this decoupling
algorithm, the solution of the original coupling problem is simplified to the solution of
the same problem on a much coarser grid together with the solutions of two Poisson
problems on the fine grid. It is worth noting that the two-grid algorithm can still maintain
good approximation accuracy under the coarse grid which is much coarser than the fine
grid.

The rest of this paper is organized as follows. In Section 2, we recall some notations
and present finite volume element scheme for the time-dependent Schrödinger equation
(1.1). Section 3 is devoted to provide the error estimates of FVE method by an elliptic pro-
jection operator. The two-grid FVE decoupling algorithm for the Schrödinger equation is
developed in Section 4 and the optimal error estimates in the H1 norm are also derived.
Finally, two numerical examples are presented in Section 5 to validate the established
theoretical findings.
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Throughout this paper, the letter C or with its subscript denotes a generic positive
constant independent of the mesh parameter and may be different at its different occur-
rences.

2 Finite volume element scheme

For 1≤ p≤∞, let Lp(Ω) be the Banach space of complex-valued measurable functions
defined on Ω with the norm ‖u‖Lp . We use Ws,p(Ω) to denote the standard Sobolev
space of complex-valued measurable functions defined on Ω. The norm of Ws,p(Ω) is
defined by

‖u‖s,p,Ω =‖u‖s,p =

(∫
Ω

∑
|α|≤s
|Dαu|pdx

) 1
p

with the standard modification for p=∞. In order to simplify the notation, we denote
Ws,2(Ω) by Hs(Ω) and omit the index p = 2 and Ω whenever possible; i.e., ‖u‖s,2,Ω =
‖u‖s,2=‖u‖s. We denote H1

0(Ω) by the subspace of H1(Ω) of functions vanishing on the
boundary ∂Ω.

For any two complex-valued functions u(x),ϕ(x)∈ L2(Ω), we set the inner product
(u,ϕ) by

(u,ϕ)=
∫

Ω
u(x)ϕ(x)dx, (2.1)

and with the corresponding L2 norm

‖ϕ‖=
√
(ϕ,ϕ), (2.2)

where ϕ is the complex conjugate of function ϕ.
For any complex-valued function v=v1+iv2, let

‖v‖m,p =(‖v1‖
p
m,p+‖v2‖p

m,p)
1
p , (2.3a)

‖v‖m,∞ =‖v1‖m,∞+‖v2‖m,∞. (2.3b)

For the polygonal domain Ω, we consider a quasi-uniform regular triangulation Th con-
sisting of closed triangle elements K such that Ω̄=∪K∈Th K, and h = max hK, where hK is
the diameter of the triangle K∈Th.

Let Vh be the standard conforming finite element space of piecewise linear functions
defined on the triangulation Th,

Vh ={v∈C(Ω) : v|K is linear, ∀K∈Th; v|∂Ω =0}.
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Figure 1: Left: Control volume Vz. Right: Triangular partition and its dual.

Then we introduce a dual mesh T∗h corresponding to Th. Let zK be the barycenter of K∈
Th. We connect zK with midpoints of each edge of K by line segments, thus partitioning
K into three quadrilaterals Kz, z∈Zh(K), where Zh(K) are the vertices of K. Then with
each vertex z∈Zh =∪K∈ThZh(K) we structure a control volume Vz, which consists of the
union of the subregions Kz, sharing the vertex z. Thus we finally obtain a group of control
volumes covering the domain Ω, that is the dual partition T∗h of the triangulation Th. We
denote the set of all interior vertices of Zh by Z0

h (see Fig. 1).
A control volume mesh T∗h is quasi-uniform regular, if there exists a positive constant

C>0 such that

C−1h2≤meas(Vz)≤Ch2, ∀Vz∈T∗h .

The dual volume element space V∗h on T∗h is defined by

V∗h ={v∈L2(Ω) : v|Vz is constant for all Vz∈T∗h ; v|Vz =0, if z∈∂Ω}.

Then we obtain Vh=span{φz(x) :z∈Z0
h} and V∗h =span{ψz(x) :z∈Z0

h}, where φz(x) is the
standard nodal basis function associated with the node z, and ψz(x) is the characteristic
function of Vz.

For any vh∈H1
0(Ω)∩H2(Ω), we define an interpolation operator Ih :H1

0(Ω)∩H2(Ω)→
Vh, such that

Ihvh = ∑
z∈Z0

h

vh(z)φz = ∑
z∈Z0

h

(v1h(z)+iv2h(z))φz,

where v1h(z)=Re{vh(z)}, v2h(z)= Im{vh(z)}, φz∈RVh, and RVh is the space of the real-
valued elements of Vh.

By the interpolation theorem in Sobolev space, we have

‖v− Ihv‖m≤Ch2−m‖v‖2, m=0,1. (2.4)
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It is easy to see that

‖Ihvh‖1≤C‖vh‖1. (2.5)

For any vh∈Vh, we define another interpolation operator I∗h : Vh→V∗h , such that

I∗h vh = ∑
z∈Z0

h

vh(z)ψz = ∑
z∈Z0

h

(v1h(z)+iv2h(z))ψz,

where ψz∈RV∗h and RV∗h denotes the space of the real-valued of V∗h .
Notice that

I∗h vh = ∑
z∈Z0

h

vh(z)ψz = ∑
z∈Z0

h

(v1h(z)+iv2h(z))ψz = ∑
z∈Z0

h

(v1h(z)−iv2h(z))ψz = I∗h vh, (2.6a)

‖I∗h vh‖=‖I∗h vh‖. (2.6b)

It has been shown in [17, 19] that

‖vh− I∗h vh‖0,p≤Chs‖vh‖s,p, 0≤ s≤1, (2.7a)
‖I∗h vh‖0,p≤C‖vh‖0,p, p>1. (2.7b)

Based on above notations, the weak solution u(x,t) of the problem (1.1) can be defined as
follows: for all t∈ [0.T], find the complex-valued function u(x,t)∈H1

0(Ω) such that{
i(ut, I∗h v)= a(u, I∗h v)+( f , I∗h v), ∀v∈H1

0(Ω), 0≤ t≤T,
u(x,0)=u0(x), ∀x∈Ω,

(2.8)

where
a(u, I∗h v)=−

∫
∂Ω

(∇u)·nI∗h vds+
∫

Ω
V(x)uI∗h vdx.

Now we formulate FVE method for problem (1.1) as follows. Given a vertex z∈Zh,
integrating (1.1) over the associated control volume Vz and using the Green formula, we
obtain

i
∫

Vz

ut(x,t)dx=−
∫

∂Vz

(∇u(x,t))·nds+
∫

Vz

(V(x)u(x,t)+ f (x,t))dx, (2.9)

where n denotes the unit outward normal on ∂Vz. It should be noted that the above
formulation is a way of stating that we have an integral conservation form on the dual
element Vz.

We consider a time step ∆t and approximate the solution at time tn=n∆t, n=0,1,··· ,N;
∆t= T/N. Then the Backward Euler fully-discrete FVE method for (1.1) reads as: Find
uh∈Vh, such that i

(un
h−un−1

h
∆t

, I∗h vh

)
= ah(u

n− 1
2

h , I∗h vh)+( f n− 1
2 , I∗h vh), ∀vh∈Vh,

u0
h =Phu0,

(2.10)
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where

un− 1
2

h =
un

h+un−1
h

2
, f n− 1

2 =
f n+ f n−1

2
,

and ah(·, I∗h ·) is defined by, for any uh,vh∈Vh,

ah(uh(t), I∗h vh)=− ∑
z∈Z0

h

∫
∂Vz

(∇uh(t))·nI∗h vhds+ ∑
z∈Z0

h

∫
Vz

V(x)uh(t)I∗h vhdx

=− ∑
z∈Z0

h

vh(z)
∫

∂Vz

(∇uh(t))·nds+ ∑
z∈Z0

h

vh(z)
∫

Vz

V(x)uh(t)dx.

Furthermore the corresponding discrete norm of (uh, I∗h vh) is equivalent to the L2 norm,
i.e., that there exist two positive constants C∗,C∗>0, independent of h such that

C∗‖uh‖≤|‖uh‖|0≤C∗‖uh‖, ∀uh∈Vh, (2.11)

with |‖uh‖|0=(uh, I∗h uh)
1/2.

Let Ph : H2(Ω)∩H1
0(Ω)→Vh be an elliptic operator, which defined by

ah(Phu, I∗h vh)= ah(u, I∗h vh), ∀vh∈Vh. (2.12)

From Chen and Wu [14] and Chou and Li [15], it’s shown that

‖u−Phu‖1≤Ch‖u‖2, ∀u∈H2(Ω)∩H1
0(Ω), (2.13a)

‖u−Phu‖0,p≤Ch2‖u‖3,q, ∀u∈W3,q(Ω)∩H1
0(Ω), (2.13b)

where q>1, if p=2 and q=2p/(p+2), if p≥2.

3 Error analysis for FVE method

To show error estimates of the finite volume element method (2.10) for the Schrödinger
equation, we firstly introduce some valuable lemmas. The following lemmas have been
proved in [14, 15], which indicate that the bilinear form ah(·, I∗h ·) is continuous and coer-
cive on RVh.

Lemma 3.1. For h sufficiently small, there exist two positive constants M1,M2>0 such that, for
all uh,vh∈RVh, the coercive property

ah(uh, I∗h uh)≥M1‖uh‖2
1

and the boundedness property

|ah(uh, I∗h vh)|≤M2‖uh‖1‖vh‖1

hold true.
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Lemma 3.2. I∗h is self-adjoint with respect to the L2 inner product, then

(uh, I∗h vh)0=(vh, I∗h uh)0, ∀uh,vh∈RVh, (3.1)

where
(uh, I∗h vh)0=

∫
Ω

uh I∗h vhdx.

Lemma 3.3. For any uh,vh∈RVh, we have

a∗h(uh, I∗h vh)= ac(uh,vh), (3.2)

where

a∗h(uh, I∗h vh)=− ∑
z∈Z0

h

∫
∂Vz

(∇uh)·nI∗h vhds, (3.3a)

ac(uh,vh)=
∫

Ω
∇uh ·∇vhdx. (3.3b)

Remark 3.1. From Lemma 3.3, we know the bilinear form a∗h(uh, I∗h vh) is symmetric.

Lemma 3.4. For any uh,vh∈Vh, we have

(uh, I∗h vh)=(I∗h uh,vh), (3.4)

where
(uh, I∗h vh)=

∫
Ω

uh I∗h vhdx.

Firstly, we present the optimal error estimate of the FVE method (2.10) in L2 norm.

Theorem 3.1. Let un and un
h be the solutions of (2.8) and (2.10), respectively. Assume u ∈

L∞(W3,q(Ω),ut∈L2(W3,q(Ω)), uttt∈L2(L2(Ω)). For ∆t small enough, for all tn≤T we have

‖un−un
h‖≤C(∆t2+h2), (3.5)

where C=C(Ω,‖u‖L∞(W3,q),‖ut‖L2(W3,q),‖uttt‖L2(L2)) is independent of h and ∆t.

Proof. For convenience, we set

un−un
h =(un−Phun)−(un

h−Phun)=: ξn−ηn. (3.6)

Denote

∂tη
n =

ηn−ηn−1

∆t
, un =u(x,tn), ηn− 1

2 =
ηn+ηn−1

2
.
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Taking t= n− 1
2 in (2.8), then making (2.8) subtracts (2.10), and using (2.12), we get the

following error equation

i
(

un− 1
2

t − ηn−ηn−1

∆t
, I∗h vh

)
= i(un− 1

2
t −∂tun

h , I∗h vh)

=ah(un− 1
2−un− 1

2
h , I∗h vh)= ah(ξ

n− 1
2−ηn− 1

2 , I∗h vh)

=ah(un− 1
2−Phun− 1

2 , I∗h vh)−ah(η
n− 1

2 , I∗h vh)

=−ah(η
n− 1

2 , I∗h vh). (3.7)

For the first term, we have

i(un− 1
2

t −∂tun
h , I∗h vh)= i(un− 1

2
t −∂tun, I∗h vh)+i(∂tξ

n, I∗h vh)−i(∂tη
n, I∗h vh), ∀vh∈Vh. (3.8)

Then we get

i(un− 1
2

t −∂tun, I∗h vh)+i(∂tξ
n, I∗h vh)−i(∂tη

n, I∗h vh)=−ah(η
n− 1

2 , I∗h vh). (3.9)

Setting vh =−ηn− 1
2 and taking the imaginary part of (3.9), one finds

Re{(∂tη
n, I∗h ηn− 1

2 )}

=Im{ah(η
n− 1

2 , I∗h ηn− 1
2 )+Re{(un− 1

2
t −∂tun, I∗h ηn− 1

2 )}+Re{(∂tξ
n, I∗h ηn− 1

2 )}. (3.10)

Now we estimate (3.10), for the left-hand terms of (3.10), it holds

(∂tη
n, I∗h ηn− 1

2 )=
1

2∆t
(ηn−ηn−1, I∗h (η

n+ηn−1))

=
1

2∆t
(|‖ηn‖|20−|‖ηn−1‖|20+(ηn, I∗h ηn−1)−(ηn−1, I∗h ηn)). (3.11a)

(∂tηn, I∗h ηn− 1
2 )=

1
2∆t

(|‖ηn‖|20−|‖ηn−1‖|20+(I∗h ηn−1,ηn)−(I∗h ηn,ηn−1)). (3.11b)

Combining (2.11) with (3.11a)-(3.11b), using Lemma 3.4, we have

Re{(∂tη
n, I∗h ηn− 1

2 )}=
(∂tη

n, I∗h ηn− 1
2 )+(∂tηn, I∗h ηn− 1

2 )

2

=
1

2∆t
(|‖ηn‖|20−|‖ηn−1‖|20)≥

C
2∆t

(‖ηn‖2−‖ηn−1‖2). (3.12)

We can treat the right-hand terms of (3.10) as follows

ah(η
n− 1

2 , I∗h ηn− 1
2 )+ah(η

n− 1
2 , I∗h ηn− 1

2 )=2
[

ah(η
n− 1

2
1h , I∗h η

n− 1
2

1h )+ah(η
n− 1

2
2h , I∗h η

n− 1
2

2h )
]
, (3.13a)

ah(η
n− 1

2 , I∗h ηn− 1
2 )−ah(η

n− 1
2 , I∗h ηn− 1

2 )=2i
[

ah(η
n− 1

2
2h , I∗h η

n− 1
2

1h )−ah(η
n− 1

2
1h , I∗h η

n− 1
2

2h )
]
. (3.13b)
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Thanks to (3.13a) and Lemma 3.1, we arrive at

Re{ah(η
n− 1

2 , I∗h ηn− 1
2 )}≥ [M1‖η

n− 1
2

1h ‖
2
1+M1‖η

n− 1
2

2h ‖
2
1]=M1‖ηn− 1

2 ‖2
1. (3.14)

With the help of Lemma 3.3, (3.13b) and the Hölder inequality, one gets

Im{ah(η
n− 1

2 , I∗h ηn− 1
2 )}=

ah(η
n− 1

2 , I∗h ηn− 1
2 )−ah(η

n− 1
2 , I∗h ηn− 1

2 )

2i

=− ∑
z∈Z0

h

∫
∂Vz

(∇η
n− 1

2
2h )·nI∗h η

n− 1
2

1h ds+ ∑
z∈Z0

h

∫
∂Vz

(∇η
n− 1

2
1h )·nI∗h η

n− 1
2

2h ds

+ ∑
z∈Z0

h

∫
Vz

(
−Vη

n− 1
2

1h I∗h η
n− 1

2
2h +Vη

n− 1
2

2h I∗h η
n− 1

2
1h

)
dx

≤C‖ηn− 1
2

2h ‖‖η
n− 1

2
1h ‖≤C‖ηn− 1

2 ‖2. (3.15)

Then, by the Hölder inequality and (2.7b), we obtain

Re{(un− 1
2

t −∂tun, I∗h ηn− 1
2 )}≤|(un− 1

2
t −∂tun, I∗h ηn− 1

2 )|≤‖un− 1
2

t −∂tun‖‖I∗h ηn− 1
2 ‖

≤C‖un− 1
2

t −∂tun‖‖ηn− 1
2 ‖≤C1‖u

n− 1
2

t −∂tun‖2+C∗1‖ηn− 1
2 ‖2, (3.16a)

‖un− 1
2

t −∂tun‖2=
1

4(∆t)2

∥∥∥∫ tn

tn− 1
2
(tn−t)2uttt(·,t)dt+

∫ tn− 1
2

tn−1
(tn−1−t)2uttt(·,t)dt

∥∥∥2

≤ 1
4(∆t)2

∫
Ω

∣∣∣∫ tn

tn−1

(∆t
2

)2
uttt(·,t)dt

∣∣∣2dx≤C(∆t)2
∫

Ω

∣∣∣∫ tn

tn−1
uttt(·,t)dt

∣∣∣2dx

≤C(∆t)2
∫

Ω

∣∣∣(∫ tn

tn−1

|uttt(·,t)|2dt
) 1

2
(∫ tn

tn−1

12dt
) 1

2
∣∣∣2dx

=C(∆t)3
∫ tn

tn−1
‖uttt(·,t)‖2dt. (3.16b)

Combining (3.16a) with (3.16b), it holds that

Re{(un− 1
2

t −∂tun, I∗h ηn− 1
2 )}≤C1(∆t)3

∫ tn

tn−1
‖uttt‖2dt+C∗1‖ηn− 1

2 ‖2. (3.17)

Now, we estimate the last term of (3.10), by the Hölder inequality and (2.7b), (2.13b), we
get

Re{(∂tξ
n, I∗h ηn− 1

2 )}≤|(∂tξ
n, I∗h ηn− 1

2 )|≤‖∂tξ
n‖‖I∗h ηn− 1

2 ‖

≤C‖∂tξ
n‖‖ηn− 1

2 ‖≤C2‖∂tξ
n‖2+C∗2‖ηn− 1

2 ‖2, (3.18a)

‖∂tξ
n‖2=

∥∥∥ 1
∆t

∫ tn

tn−1
ξtdt

∥∥∥2
≤ 1

(∆t)2

∫
Ω

((∫ tn

tn−1
|ξt|2dt

) 1
2
(∫ tn

tn−1
12dt

) 1
2
)2

dx

=
1

∆t

∫ tn

tn−1

∫
Ω
|ξt|2dxdt=

1
∆t

∫ tn

tn−1
‖ξt‖2dt≤ C

∆t
h4
∫ tn

tn−1
‖ut‖2

3,qdt. (3.18b)
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From (3.18a) and (3.18b), one obtains

Re{(∂tξ
n, I∗h ηn− 1

2 )}≤C2
h4

∆t

∫ tn

tn−1
‖ut‖2

3,qdt+C∗2‖ηn− 1
2 ‖2. (3.19)

Combining (3.12), (3.15), (3.17) with (3.19), we arrive at

C
2∆t

(‖ηn‖2−‖ηn−1‖2)

≤C3‖ηn− 1
2 ‖2+C1(∆t)3

∫ tn

tn−1
‖uttt(·,t)‖2dt+C2

h4

∆t

∫ tn

tn−1
‖ut‖2

3,qdt. (3.20)

Multiplying by 2∆t and summing over n from 1 to l (1≤ l≤N) at both sides of (3.20),
since η0=0, we have

C‖ηl‖2≤C1(∆t)4
∫ tl

0
‖uttt‖2dt+C2h4

∫ tl

0
‖ut‖2

3,qdt+
l

∑
n=1

C3‖ηn− 1
2 ‖2∆t. (3.21)

Applying the discrete Gronwall Lemma [13], for small ∆t, we obtain

‖ηl‖2≤C1(∆t)4
∫ tl

0
‖uttt‖2dt+C2h4

∫ tl

0
‖ut‖2

3,qdt≤C∆t4+Ch4. (3.22)

Thanks to (2.13b) we finally get

‖un−un
h‖≤C(∆t2+h2). (3.23)

This completes the proof.

Lemma 3.5. Let u and uh be the solutions of (2.8) and (2.10), respectively. Assume ut,utt ∈
L∞(W3,q(Ω)), uttt∈ L∞(H2(Ω)), fttt∈ L∞(L2(Ω)). Then the time-difference of error η=uh−
Phu has high order error

‖ηn−ηn−1‖≤C∆t(∆t2+h2), (3.24)

where C = C(Ω,‖ut‖L∞(W3,q),‖utt‖L∞(W3,q),‖uttt‖L∞(H2),‖ fttt‖L∞(L2)) is independent of h and
∆t.

Proof. It follows from (2.8) that

∫ t

0
i(ut, I∗h v)−a(u, I∗h v)−( f , I∗h v)dt=0, ∀v∈H1

0(Ω). (3.25)



C. Chen, Y. Lou and T. Zhang / Adv. Appl. Math. Mech., 14 (2022), pp. 1357-1380 1367

Integrating (3.25) in [tn−1,tn] and using the Taylor formula, we have∫ tn

tn−1
i(ut, I∗h v)−a(u, I∗h v)−( f , I∗h v)dt=0, (3.26a)∫ tn

tn−1
i(ut, I∗h v)dt= i

∫
Ω

∫ tn

tn−1
ut I∗h vdtdx= i(un−un−1, I∗h v), (3.26b)∫ tn

tn−1
a(u, I∗h v)dt= a(un− 1

2 , I∗h v)(∆t)

+
∫ tn

tn−1
a
(utt(γ)

2
(t−tn− 1

2 )2, I∗h v
)

dt, γ∈ (tn− 1
2 ,tn), (3.26c)∫ tn

tn−1
( f , I∗h v)dt=( f n− 1

2 , I∗h v)(∆t)+
∫ tn

tn−1

( ftt(γ)

2
(t−tn− 1

2 )2, I∗h v
)

dt, γ∈ (tn− 1
2 ,tn). (3.26d)

Combining (3.26b)-(3.26d) with (3.26a), we obtain

i(un−un−1, I∗h v)−a(un− 1
2 , I∗h v)(∆t)

=( f n− 1
2 , I∗h v)(∆t)+rn

1 (I∗h v)+rn
2 (I∗h v), ∀v∈H1

0(Ω), (3.27)

where

rn
1 (I∗h v)=

∫ tn

tn−1

( ftt(γ)

2
(t−tn− 1

2 )2, I∗h v
)

dt, γ∈ (tn− 1
2 ,tn), (3.28a)

rn
2 (I∗h v)=

∫ tn

tn−1
a
(utt(γ)

2
(t−tn− 1

2 )2, I∗h v
)

dt, γ∈ (tn− 1
2 ,tn). (3.28b)

From (2.10), we get

i(un
h−un−1

h , I∗h vh)−ah(u
n− 1

2
h , I∗h vh)(∆t)=( f n− 1

2 , I∗h vh)(∆t), ∀vh∈Vh. (3.29)

For all vh∈Vh, the following error equation holds by combining (3.27) with (3.29)

i(un−un
h−(un−1−un−1

h ), I∗h vh)−ah(un− 1
2−un− 1

2
h , I∗h vh)∆t= rn

1 (I∗h vh)+rn
2 (I∗h vh). (3.30)

From (3.6) and (2.12), we have

i(ηn−ηn−1, I∗h vh)=(∆t)ah(η
n− 1

2 , I∗h vh)+irn
3 (I∗h vh)−rn

1 (I∗h vh)−rn
2 (I∗h vh), (3.31)

where rn
3 (I∗h vh)=(ξn−ξn−1, I∗h vh).

Substituting n by n−1 in (3.31), one gets

i(ηn−1−ηn−2, I∗h vh)=(∆t)ah(η
n− 3

2 , I∗h vh)+irn−1
3 (I∗h vh)−rn−1

1 (I∗h vh)−rn−1
2 (I∗h vh). (3.32)

Let δn =ηn−ηn−1, from (3.31) and (3.32), we obtain

i(δn−δn−1, I∗h vh)=(∆t)ah(η
n− 1

2−ηn− 3
2 , I∗h vh)+i(rn

3 (I∗h vh)−rn−1
3 (I∗h vh))

+(rn−1
1 (I∗h vh)−rn

1 (I∗h vh))+(rn−1
2 (I∗h vh)−rn

2 (I∗h vh)), ∀vh∈Vh, (3.33)
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where

ah(η
n− 1

2−ηn− 3
2 , I∗h vh)= ah

(ηn+ηn−1

2
− ηn−1+ηn−2

2
, I∗h vh

)
=

1
2

ah(δ
n+δn−1, I∗h vh). (3.34)

Choosing vh = δn+δn−1 in (3.33) and taking the imaginary part of (3.33), by Lemma 3.3,
we have

Re{(δn−δn−1, I∗h (δ
n+δn−1))}

=
∆t
2

Im{ah(δ
n+δn−1, I∗h (δ

n+δn−1))}+Re{rn
3 (I∗h (δ

n+δn−1))−rn−1
3 (I∗h (δ

n+δn−1))}

+ Im{rn−1
1 (I∗h (δ

n+δn−1))−rn
1 (I∗h (δ

n+δn−1))}
+ Im{rn−1

2 (I∗h (δ
n+δn−1))−rn

2 (I∗h (δ
n+δn−1))}

≤C∆t‖δn+δn−1‖2+|rn−1
1 −rn

1 |+|rn−1
2 −rn

2 |+|rn
3−rn−1

3 |

=C∆t‖δn+δn−1‖2+
3

∑
i=1
|Ti|. (3.35)

By the Hölder inequality and (2.13b), we obtain

|T1|=
∣∣∣∫ tn

tn−1

( ftt(γ)

2
(t−tn− 1

2 )2, I∗h (δ
n+δn−1)

)
dt

−
∫ tn−1

tn−2

( ftt(θ)

2
(t−tn− 3

2 )2, I∗h (δ
n+δn−1)

)
dt
∣∣∣

=
∣∣∣ (∆t)3

24

∫
Ω
( ftt(γ)− ftt(θ))I∗h (δ

n+δn−1)dx
∣∣∣

=
∣∣∣ (∆t)3

24

∫
Ω

∫ γ

θ
fttt(τ)dτ I∗h (δ

n+δn−1)dx
∣∣∣

≤C(∆t)3
∫ tn

tn−2
‖ fttt‖‖δn+δn−1‖dτ, (3.36a)

|T2|=
∣∣∣∫ tn

tn−1
a
(utt(γ)

2
(t−tn− 1

2 )2, I∗h (δ
n+δn−1)

)
dt

−
∫ tn−1

tn−2
a
(utt(θ)

2
(t−tn− 3

2 )2, I∗h (δ
n+δn−1)

)
dt
∣∣∣

=
∣∣∣ (∆t)3

24
a(utt(γ), I∗h (δ

n+δn−1))− (∆t)3

24
a(utt(θ), I∗h (δ

n+δn−1))
∣∣∣

=
(∆t)3

24

∣∣∣∫
Ω

(
−[∆utt(γ)−∆utt(θ)]+V[utt(γ)−utt(θ)]

)
I∗h (δ

n+δn−1)dx
∣∣∣

=
(∆t)3

24

∣∣∣∫
Ω

∫ γ

θ
(−∆uttt(τ)+Vuttt(τ))I∗h (δ

n+δn−1)dτdx
∣∣∣

≤C(∆t)3
∫ tn

tn−2
(‖uttt‖2+‖Vuttt‖)‖δn+δn−1‖dτ. (3.36b)
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Thanks to the Lagrange mean value Theorem, Hölder inequality and (2.13b), one finds

|T3|=
∣∣∣∫

Ω
(ξn−ξn−1)I∗h (δ

n+δn−1)dx−
∫

Ω
(ξn−1−ξn−2)I∗h (δ

n+δn−1)dx
∣∣∣

=
∣∣∣∫

Ω
ξt(ρ)(tn−tn−1)I∗h (δ

n+δn−1)−
∫

Ω
ξt(ι)(tn−1−tn−2)I∗h (δ

n+δn−1)dx
∣∣∣

≤ (∆t)
∫

Ω

∫ ρ

ι
|ξtt(τ)I∗h (δ

n+δn−1)|dτdx≤ (∆t)
∫ tn

tn−2
‖ξtt‖‖(δn+δn−1)‖dτ

≤C(∆t)h2
∫ tn

tn−2
‖utt‖3,q‖(δn+δn−1)‖dτ. (3.37)

Similar to (3.12), we get

Re{(δn−δn−1, I∗h (δ
n+δn−1))}= |‖δn‖|20−|‖δn−1‖|20≥C(‖δn‖2−‖δn−1‖2). (3.38)

Combining (3.35) with (3.36a)-(3.38), we obtain

C(‖δn‖2−‖δn−1‖2)≤C∆t‖δn+δn−1‖2+C(∆t)h2
∫ tn

tn−2
‖utt‖3,q‖δn+δn−1‖dτ

+C(∆t)3
∫ tn

tn−2
(‖uttt‖2+‖Vuttt‖+‖ fttt‖)‖δn+δn−1‖dτ. (3.39)

Without loss of generality, we assume that there is an integer 1≤ k≤N, such that

‖δk‖= max
1≤n≤N

‖δn‖. (3.40)

Then we obtain

C(‖δn‖2−‖δn−1‖2)≤C∆t‖δn+δn−1‖‖δk‖+C(∆t)h2‖δk‖
∫ tn

tn−2
‖utt‖3,qdτ

+C(∆t)3‖δk‖
∫ tn

tn−2
(‖uttt‖2+‖Vuttt‖+‖ fttt‖)dτ. (3.41)

Summing up for n from 2 to k in (3.41) and combining (3.40), we have

C‖δk‖≤C‖δ1‖+
k

∑
n=2

C(‖δn‖+‖δn−1‖)∆t+C(∆t)h2
∫ tk

0
‖utt‖3,qdτ

+C(∆t)3
∫ tk

0
(‖uttt‖2+‖Vuttt‖+‖ fttt‖)dτ. (3.42)

Since η0=0, we have ‖δ1‖=‖η1‖.
Let n=1 in (3.10), we get

Re{(∂tη
1, I∗h η

1
2 )}= Im{ah(η

1
2 , I∗h η

1
2 )+Re{(u

1
2
t −∂tu1, I∗h η

1
2 )}+Re{(∂tξ

1, I∗h η
1
2 )}. (3.43)
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Combining η0=0, (3.12), (3.15), (3.16a) and (3.18a), it holds that

C‖η1‖≤C(‖u
1
2
t −∂tu1‖+‖∂tξ

1‖)∆t, (3.44)

where we have used 2‖η 1
2 ‖=‖η1‖.

With the help of (3.16b) and (3.18b), we obtain

‖u
1
2
t −∂tu1‖≤C(∆t)

3
2

(
‖uttt(·,t)‖2

L∞(0,t1,L2)

∫ t1

0
1dt
) 1

2 ≤C∆t2,

‖∂tξ
1‖≤C(∆t)−

1
2 h2
(
‖ut‖2

L∞(0,t1,W3,q)

∫ t1

0
1dt
) 1

2 ≤Ch2.

Combining above inequalities with (3.44), one gets

‖η1‖≤C(∆t)(∆t2+h2). (3.45)

Substituting (3.45) into (3.42) and applying the discrete Gronwall lemma [13], for small
∆t, we have

C‖δk‖≤C(∆t)(∆t2+h2). (3.46)

This completes the proof.

Now we show the error estimate in the H1-norm for the FVE method (2.10).

Theorem 3.2. Let u and uh be the solutions of (2.8) and (2.10), respectively. Assume that
u ∈ L∞(H2(Ω)),ut,utt ∈ L∞(W3,q(Ω)), uttt ∈ L∞(H2(Ω)), fttt ∈ L∞(L2(Ω)). For ∆t small
enough, for all tn≤T we have

‖un−un
h‖1≤C(∆t2+h), (3.47)

where C =C(Ω,‖u‖L∞(H2),‖ut‖L∞(W3,q),‖utt‖L∞(W3,q)‖uttt‖L∞(H2),‖ fttt‖L∞(L2)) is independent
of h and ∆t.

Proof. Let vh =−∂tη
n and taking the real part of (3.9), we can obtain

Re{ah(η
n− 1

2 , I∗h ∂tη
n)}+ Im{(∂tη

n, I∗h ∂tη
n)}

=Im{(un− 1
2

t −∂tun, I∗h ∂tη
n)}+ Im{(∂tξ

n, I∗h ∂tη
n)}. (3.48)

For the second term of the left-hand side of (3.48), it holds that

Im{(∂tη
n, I∗h ∂tη

n)}= Im{|‖∂tη
n‖|20}=0. (3.49)
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By the Hölder inequality, Young inequalities, (2.7b), (3.16b) and (3.18b) we obtain

Im{(un− 1
2

t −∂tun, I∗h ∂tη
n)}≤|(un− 1

2
t −∂tun, I∗h ∂tη

n)|

≤C1∆t3
∫ tn

tn−1
‖uttt‖2dt+C∗1‖∂tη

n‖2, (3.50a)

Im{(∂tξ
n, I∗h ∂tη

n)}≤|(∂tξ
n, I∗h ∂tη

n)|≤C2‖∂tξ
n‖2+C∗2‖∂tη

n‖2

≤C2
h4

∆t

∫ tn

tn−1
‖ut‖2

3,qdt+C∗2‖∂tη
n‖2, (3.50b)

ah(η
n− 1

2 , I∗h ∂tη
n)=

1
2∆t

(ah(η
n, I∗h ηn)−ah(η

n, I∗h ηn−1)

+ah(η
n−1, I∗h ηn)−ah(η

n−1, I∗h ηn−1)). (3.50c)

From (3.13a), it is easy to check that

ah(η
n−1, I∗h ηn−1)+ah(ηn−1, I∗h ηn−1)=2[ah(η

n−1
1h , I∗h ηn−1

1h )+ah(η
n−1
2h , I∗h ηn−1

2h )], (3.51a)

ah(η
n−1, I∗h ηn)= ah(η

n−1
1h , I∗h ηn

1h)−iah(η
n−1
1h , I∗h ηn

2h)

+iah(η
n−1
2h , I∗h ηn

1h)+ah(η
n−1
2h , I∗h ηn

2h), (3.51b)

ah(ηn−1, I∗h ηn)= ah(η
n−1
1h , I∗h ηn

1h)+iah(η
n−1
1h , I∗h ηn

2h)

−iah(η
n−1
2h , I∗h ηn

1h)+ah(η
n−1
2h , I∗h ηn

2h), (3.51c)

ah(η
n−1, I∗h ηn)+ah(ηn−1, I∗h ηn)=2[ah(η

n−1
1h , I∗h ηn

1h)+ah(η
n−1
2h , I∗h ηn

2h)]. (3.51d)

As a consequence, it arrives at

ah(η
n, I∗h ηn−1)+ah(ηn, I∗h ηn−1)=2[ah(η

n
1h, I∗h ηn−1

1h )+ah(η
n
2h, I∗h ηn−1

2h )]. (3.52)

Combining (3.13a), (3.50c) with (3.51d)-(3.52) and using Lemma 3.1, we obtain

Re{ah(η
n− 1

2 , I∗h ∂tη
n)}

=
1

2∆t
[ah(η

n
1h, I∗h ηn

1h)+ah(η
n
2h, I∗h ηn

2h)−ah(η
n−1
1h , I∗h ηn−1

1h )−ah(η
n−1
2h , I∗h ηn−1

2h )

+ah(η
n−1
1h , I∗h ηn

1h)+ah(η
n−1
2h , I∗h ηn

2h)−ah(η
n
1h, I∗h ηn−1

1h )−ah(η
n
2h, I∗h ηn−1

2h )]

≥ 1
2∆t

[M1‖ηn‖2
1−M1‖ηn−1‖2

1]−
1

2∆t
[ah(η

n
1h, I∗h ηn−1

1h )−ah(η
n−1
1h , I∗h ηn

1h)]

− 1
2∆t

[ah(η
n
2h, I∗h ηn−1

2h )−ah(η
n−1
2h , I∗h ηn

2h)]. (3.53)
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Thanks to (3.48)-(3.50b) and (3.53), we get

M1

2∆t
[‖ηn‖2

1−‖ηn−1‖2
1]

≤C1(∆t)3
∫ tn

tn−1
‖uttt‖2dt+C2

h4

∆t

∫ tn

tn−1
‖ut‖2

3,qdt

+(C∗1 +C∗2 )‖∂tη
n‖2+

1
2∆t

[ah(η
n
1h, I∗h ηn−1

1h )−ah(η
n−1
1h , I∗h ηn

1h)].

+
1

2∆t
[ah(η

n
2h, I∗h ηn−1

2h )−ah(η
n−1
2h , I∗h ηn

2h)]. (3.54)

Now, we estimate the last two terms of (3.54). By Lemma 3.3 and the Young inequalities,
one gets

1
2∆t

[ah(η
n
1h, I∗h ηn−1

1h )−ah(η
n−1
1h , I∗h ηn

1h)]

=
1
2
[ah(∂tη

n
1h, I∗h ηn−1

1h )−ah(η
n−1
1h , I∗h ∂tη

n
1h)]

≤C
2
‖∂tη

n
1h‖‖ηn−1

1h ‖≤
C∗3
2
‖∂tη

n‖2+
C3

2
‖ηn−1‖2. (3.55)

In the same way as treating (3.15) one gets

1
2∆t

[ah(η
n
2h, I∗h ηn−1

2h )−ah(η
n−1
2h , I∗h ηn

2h)]≤
C∗3
2
‖∂tη

n‖2+
C3

2
‖ηn−1‖2. (3.56)

Substituting (3.55)-(3.56) into (3.54), we have

M1

2∆t
[‖ηn‖2

1−‖ηn−1‖2
1]≤C1(∆t)3

∫ tn

tn−1
‖uttt‖2dt+C2

h4

∆t

∫ tn

tn−1
‖ut‖2

3,qdt

+C3‖ηn−1‖2
1+C4‖∂tη

n‖2. (3.57)

Multiplying by 2∆t and summing over n from 1 to l (1≤ l≤N) at both sides of (3.57),
since η0=0, it holds

‖ηl‖2
1≤C1(∆t)4

∫ tl

0
‖uttt‖2dt+C2h4

∫ tl

0
‖ut‖2

3,qdt

+
l

∑
n=1

C3‖ηn−1‖2
1∆t+

l

∑
n=1

C4‖∂tη
n‖2∆t. (3.58)

Thanks to Lemma 3.5, we can get

l

∑
n=1

C4‖∂tη
n‖2∆t≤C(∆t2+h2)2. (3.59)

By (3.59) and the discrete Gronwall lemma [13], for small ∆t, we have

‖ηl‖2
1≤C(∆t2+h2)2. (3.60)

With help of (2.13a), this yields (3.47).
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4 Error analysis for two-grid FVE method

In order to present two-grid FVE method for the time-dependent Schrödinger equation
(1.1), we introduce two quasi-uniform triangulations TH and Th of Ω, with two differ-
ent mesh sizes H and h (H > h). The corresponding finite element spaces VH and Vh
which satisfy VH⊂Vh were also proposed. They will be called the coarse-grid and fine-
grid space, respectively. The idea of the two-grid method is solving the time-dependent
Schrödinger equation on the coarse space to obtain a rough approximation of the solution
and on the basis of this approximate solution solving a decoupling system to get a more
accurate solution on the fine space. We present the two-grid FVE method as two steps:

Algorithm 4.1.

Step 1. On the coarse grid TH, find un
H∈VH (n=1,2,···), such that

i
(un

H−un−1
H

∆t
, I∗HvH

)
= ah(u

n− 1
2

H , I∗HvH)+(Vun− 1
2

H , I∗HvH)

+( f n− 1
2 , I∗HvH), ∀vH∈VH,

u0
H =PHu0,

(4.1)

where

ah(un
H, I∗HvH)=− ∑

z∈Z0
h

∫
∂Vz

(∇un
H)·nI∗HvHds.

Step 2. On the fine grid Th, find un
h ∈ Vh(n=1,2,···), such that

ah(u
n− 1

2
h , I∗h vh)= i

(un
H−un−1

H
∆t

, I∗h vh

)
−(Vun− 1

2
H , I∗h vh)

−( f n− 1
2 , I∗h vh), ∀vh∈Vh,

u0
h =Phu0.

(4.2)

For the H1-norm error estimate of two-grid FVE algorithm (4.1)-(4.2), we have

Theorem 4.1. Let u and uh be the solutions of (2.8) and the two-grid FVE method (4.1)-(4.2),
respectively. Assume that u,utt∈L∞(H2(Ω)

⋂
W3,q(Ω)), ut∈L∞(W3,q(Ω)), ftt∈L∞(L2(Ω)).

For ∆t small enough, if u0
h =Phu0 with Ph defined by (2.12), then for tn≤T we have

‖un−un
h‖1≤C(∆t+h+H2), (4.3)

where C=C(Ω,‖u‖L∞(H2⋂W3,q),‖ut‖L∞(W3,q),‖utt‖L∞(H2⋂W3,q),‖ ftt‖L∞(L2)) is independent of h
and ∆t.
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Proof. The following error equation can be obtained by combining (2.8) with (4.2)

ah(un− 1
2−un− 1

2
h , I∗h vh)= i(un− 1

2
t −∂tun

H, I∗h vh)−(V(un− 1
2−un− 1

2
H ), I∗h vh). (4.4)

Denote
un− 1

2−un− 1
2

h =(un− 1
2−Phun− 1

2 )−(un− 1
2

h −Phun− 1
2 )=: ξn− 1

2−ηn− 1
2 .

Thanks to
ah(ξ

n− 1
2 , I∗h vh)= ah(ξ

n− 1
2 , I∗h vh)+(Vξn− 1

2 , I∗h vh)=0,

then it holds

−ah(η
n− 1

2 , I∗h vh)= i(un− 1
2

t −∂tun
H, I∗h vh)+(V(un− 1

2
H −Phun− 1

2 ), I∗h vh). (4.5)

Choosing vh =−ηn− 1
2 in (4.5), we obtain

ah(η
n− 1

2 , I∗h ηn− 1
2 )=i(∂tun

H−∂tPhun, I∗h ηn− 1
2 )−i(un− 1

2
t −∂tun, I∗h ηn− 1

2 )

−i(∂tξ
n, I∗h ηn− 1

2 )−(V(un− 1
2

H −Phun− 1
2 ), I∗h ηn− 1

2 ). (4.6)

Taking the real part of (4.6) and using the Hölder inequality, we have

Re{ah(η
n− 1

2 , I∗h ηn− 1
2 )}=− Im{(∂t(un

H−Phun), I∗h ηn− 1
2 )}+ Im{(un− 1

2
t −∂tun, I∗h ηn− 1

2 )}

+ Im{(∂tξ
n, I∗h ηn− 1

2 )}−Re{(V(un− 1
2

H −Phun− 1
2 ), I∗h ηn− 1

2 )}

≤|(∂t(un
H−Phun), I∗h ηn− 1

2 )|+|(un− 1
2

t −∂tun, I∗h ηn− 1
2 )|

+|(∂tξ
n, I∗h ηn− 1

2 )|+|(V(un− 1
2

H −Phun− 1
2 ), I∗h ηn− 1

2 )|

≤C(‖∂t(un
H−Phun)‖+‖un− 1

2
t −∂tun‖)‖ηn− 1

2 ‖

+(‖∂tξ
n‖+‖un− 1

2
H −Phun− 1

2 ‖)‖ηn− 1
2 ‖. (4.7)

For the right hand side term of (4.7), by the same tricks as used in Theorem 3.1, one gets

Re{ah(η
n− 1

2 , I∗h ηn− 1
2 )}≥M1‖ηn− 1

2 ‖2
1. (4.8)

Thanks to (3.16b), (3.18b), (2.13b) and Theorem 3.1, we obtain

‖un− 1
2

t −∂tun‖≤C(∆t)
3
2

(
‖uttt(·,t)‖2

L∞(tn−1,tn,L2)

∫ tn

tn−1
1dt
) 1

2 ≤C(∆t)2, (4.9a)

‖∂tξ
n‖≤C(∆t)−

1
2 h2
(
‖ut‖2

L∞(tn−1,tn,W3,q)

∫ tn

tn−1
1dt
) 1

2 ≤Ch2, (4.9b)

‖un− 1
2

H −Phun− 1
2 ‖≤‖un− 1

2
H −un− 1

2 ‖+‖un− 1
2−Phun− 1

2 ‖≤C(H2+∆t2+h2). (4.9c)
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With the help of Lemma 3.5 and (4.9b), it holds that

‖∂t(un
H−Phun)‖≤‖∂t(un

H−PHun)‖+‖∂t(un−PHun)‖+‖∂t(un−Phun)‖
≤C(H2+∆t2+h2). (4.10)

Since ‖ηn− 1
2 ‖≤‖ηn− 1

2 ‖1 and together with (4.8)-(4.10), we obtain

‖ηn− 1
2 ‖1≤C(∆t2+H2+h2). (4.11)

Noting that η
1
2 = η1−η0

2 = η1

2 holds as n=1, as a consequence, one finds

‖η1‖1=2‖η 1
2 ‖1≤C(H2+h2+∆t2), (4.12)

Furthermore, we have

‖η2‖1=
∥∥∥2

η2+η1

2
−η1

∥∥∥
1
≤‖2η

3
2 ‖1+‖η1‖1≤C(H2+h2+∆t2), (4.13a)

‖η3‖1=
∥∥∥2

η3+η2

2
−η2

∥∥∥
1
≤‖2η

5
2 ‖1+‖η2‖1≤C(H2+h2+∆t2). (4.13b)

Hence, by triangular inequality, it yields

‖ηn‖1=
∥∥∥2

ηn+ηn−1

2
−ηn−1

∥∥∥
1
≤‖2ηn− 1

2 ‖1+‖ηn−1‖1≤C(H2+h2+∆t2). (4.14)

Together with (2.13a), we complete the proof of (4.3).

5 Numerical experiments

In this section, we present some numerical examples to illustrate the theoretical results
presented in the previous sections. We consider the following the Schrödinger problem:

Example 5.1. In model (1.1), taking V(x)=1, Ω=[−1,1]2, and the function f (x,t) is chosen
corresponding to the exact solution

u(x,t)=2t4(1−x2)(1−y2)+iet sin(π(1+x))sin(π(1+y)).

We use the standard finite volume element method to solve the coupled partial dif-
ferential equation and obtain the data at time T=1 is presented in Table 1. It can be seen
that the orders of L2 and H1 errors are consistent with the established theoretical findings.
The computational results of the two grid finite volume element decoupling algorithm
at time T = 1 are presented in Table 2, from which we see that the order of H1 error is
also consistent with Theorem 4.1. Compared with Tables 1 and 2, it is obviously that the
two-grid decoupling algorithm can keep the optimal convergence accuracy as the coarse
grid is much coarser than the fine grid.
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Figure 2: Exact solution of Example 5.1.

Figure 3: Two-grid numerical solution of Example 5.1.

Example 5.2. In this test, we choose V(x)=1, Ω=[−1,1]2 in model (1.1) and the function
f (x,t) is determined by the exact solution

u(x,t)=(1+i)et(1+x)(1+y)sin(1−x)sin(1−y).

The computational results of standard FVE method and two grid FVE decoupling
algorithm for the Schrödinger equation are presented in Tables 3 and 4 with time T= 1.
From these data, we can see that the convergence orders of numerical solutions in both
L2 and H1-norms are consistent with the established convergence analysis well.
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Table 1: L2 and H1 errors of standard finite volume element method (2.10) at T=1, ∆t=h.

h L2error Rate H1error Rate CPU time
1/2 1.2404 8.6268 0.91s
1/4 0.3565 1.7988 4.6985 0.8766 4.52s
1/9 0.0724 1.9658 2.1391 0.9703 22.60s

1/16 0.0231 1.9855 1.2081 0.9930 83.88s
1/25 0.0093 2.0386 0.7741 0.9988 244.67s
1/36 0.0045 1.9908 0.5378 0.9988 651.95s
1/64 0.0014 2.0293 0.3026 0.9995 3024.5s

Table 2: H1 error of two grid finite volume element algorithm (4.1)-(4.2) at T=1, ∆t=h.

h H H1error Rate CPU time
1/4 1/2 4.9251 2.72s
1/9 1/3 2.2439 0.9694 18.26s

1/16 1/4 1.2718 0.9868 86.33s
1/25 1/5 0.8194 0.9851 305.97s
1/36 1/6 0.5703 0.9939 955.78s
1/64 1/8 0.3230 0.9881 5169.1s

Table 3: L2 and H1 errors of standard finite volume element method (2.10) at T=1, ∆t=h.

h L2error Rate H1error Rate CPU time
h=1/2 0.3662 2.6857 1.00s
h=1/4 0.0949 1.9482 1.3605 0.9812 3.91s
h=1/9 0.0188 1.9964 0.6068 0.9957 24.17s

h=1/16 0.0059 2.0142 0.3416 0.9986 107.58s
h=1/36 0.0012 1.9009 0.1518 1.0001 737.45s
h=1/64 3.6754e-04 2.0565 0.0854 0.9997 2987.4s

Table 4: H1 error of two grid finite volume element algorithm (4.1)-(4.2) at T=1, ∆t=h.

h H H1error Rate CPU time
1/4 1/2 1.4307 2.65s
1/9 1/3 0.7233 0.8411 17.96s

1/16 1/4 0.3603 1.2112 84.79s
1/36 1/6 0.1609 0.9941 891.17s
1/64 1/8 0.0909 0.9925 4841.9s

6 Conclusions

In this paper, combining with the finite volume element method, we propose a time
second-order two-grid Crank-Nicolson decoupling algorithm for the time-dependent
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Figure 4: Exact solution of Example 5.2.

Figure 5: Two-grid numerical solution of Example 5.2.

Schrödinger equation and present the corresponding convergence analysis and numeri-
cal examples. Our two-grid decoupling technique includes solving the original coupling
system in the coarse grid space and the decoupling system with two independent Pois-
son problems in the fine grid space, and the two-grid algorithm can keep the original
accuracy. Obviously, the decoupling technique can be easily extended to other coupled
differential equation systems. Numerical examples are provided to verify the established
theoretical findings very well. In our future research, we will construct and prove the
higher accuracy two-grid algorithm for the the nonlinear Schrödinger equation.
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