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Abstract. In this paper, we combine the nonlinear HWENO reconstruction in [43] and
the fixed-point iteration with Gauss-Seidel fast sweeping strategy, to solve the static
Hamilton-Jacobi equations in a novel HWENO framework recently developed in [22].
The proposed HWENO frameworks enjoys several advantages. First, compared with
the traditional HWENO framework, the proposed methods do not need to introduce
additional auxiliary equations to update the derivatives of the unknown function φ.
They are now computed from the current value of φ and the previous spatial deriva-
tives of φ. This approach saves the computational storage and CPU time, which greatly
improves the computational efficiency of the traditional HWENO scheme. In addition,
compared with the traditional WENO method, reconstruction stencil of the HWENO
methods becomes more compact, their boundary treatment is simpler, and the numeri-
cal errors are smaller on the same mesh. Second, the fixed-point fast sweeping method
is used to update the numerical approximation. It is an explicit method and does
not involve the inverse operation of nonlinear Hamiltonian, therefore any Hamilton-
Jacobi equations with complex Hamiltonian can be solved easily. It also resolves some
known issues, including that the iterative number is very sensitive to the parameter
ε used in the nonlinear weights, as observed in previous studies. Finally, to further
reduce the computational cost, a hybrid strategy is also presented. Extensive numeri-
cal experiments are performed on two-dimensional problems, which demonstrate the
good performance of the proposed fixed-point fast sweeping HWENO methods.
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1 Introduction

The static Hamilton-Jacobi (HJ) equations often appear in many application fields, for
instance in optimal control, computer vision, differential game, geometric optics, image
processing and so on [7, 31]. The general static HJ equations have the form

{
H(∇φ,x)=0, x∈Ω\Γ,

φ(x)= g(x), x∈Γ⊂Ω,
(1.1)

where Ω is the computational domain in R
d, φ(x) is the unknown function in Ω, the

Hamiltonian H is a nonlinear Lipschitz continuous function depending on ∇φ and x,
and the boundary condition is given by φ(x)=g(x) on the subset Γ⊂Ω. Eikonal equation
is a prototype example of the static HJ equations, taking the form

{
|∇φ|= f (x), x∈Ω\Γ,

φ(x)= g(x), x∈Γ⊂Ω,
(1.2)

where f (x)>0. It can be derived from Maxwell’s electromagnetic equations and provides
a link between physical optics and geometric optics.

In general, the global C1 solution does not exist for the time-dependent nonlinear HJ
equations, even if the initial condition is sufficiently smooth. Singularities in the form
of discontinuities would appear in the derivatives of the unknown function, hence it is
necessary to define a “weak solution” for the HJ equations. The viscosity solutions of the
HJ equations were first introduced by Crandall and Lions in [3].

There are mainly two types of numerical methods to solve the static HJ equations.
The first one is to solve the following equation

φt+H(∇φ)= f (x), x∈R
d,

with pseudo-time iteration. The equation is evolved in time [25] until the numerical
solution converges to a steady state. However, such method requires a very large num-
ber of iterations to obtain the convergence of the solution in the entire domain, with
the main reason being the finite speed of propagation, and the restrictive CFL time step
requirement for stability. The second popular algorithm is to treat the problem as a sta-
tionary boundary value problem, so that the fast marching method (FMM) [5, 24, 28] or
the fast sweeping method (FSM) [9, 17, 27, 37] can be applied. FSM can be constructed
to be high order accurate, and becomes a class of popular and effective methods for
solving static HJ equations nowadays. The FSM was first proposed in [1] by Boué and
Dupuis when solving a deterministic control problem with quadratic running cost using
Markov chain approximation. Later, Zhao [37] studied the FSM for the Eikonal equa-
tion, and demonstrate the efficiency and effectiveness of the method. Since then, many
high order FSM have been proposed to solving static HJ equations. In the framework



156 Y. Ren, Y. Xing and J. Qiu / Commun. Comput. Phys., 31 (2022), pp. 154-187

of finite difference methods, Zhang et al. [36] proposed the third order weighted essen-
tially non-oscillatory (WENO) FSM scheme [8], and its fifth order extension was studied
in [32]. High order accurate boundary treatments that are consistent with high order
FSM, including Richardson extrapolation and Lax-Wendroff type procedure, have been
developed for the inflow boundary conditions in [6, 32]. In the setting of finite element
methods, some researchers have combined high order FSM with the finite element dis-
continuous Galerkin (DG) method to solve Eikonal equation in [12, 29, 34], and their nu-
merical performance were shown to be effective and robust. For the time-dependent HJ
equations, there have also been a lot of research work on studying high-order numerical
methods, see [8, 11, 15, 25, 41] and the references therein.

Inspired by these successful methods, Zhang et al. [35] proposed to embed FSM tech-
niques into a time-marching scheme to solve static HJ equations, by introducing the fixed-
point iterative schemes. These methods take the explicit form and do not have to involve
any inverse operation of the nonlinear Hamiltonian. Hence, they are very flexible and
can be used in solving very general static HJ equations with complex Hamiltonian. The
fixed-point fast sweeping method has also been extended to solve the steady state hyper-
bolic conservation laws in [2, 13, 30].

Recently, high order Hermite WENO (HWENO) methods [14, 20] have gained more
attention in solving hyperbolic partial differential equations. Both the WENO and
HWENO methods can achieve the high order accuracy and preserve the essentially non-
oscillatory property, but the HWENO scheme uses the Hermite interpolation in recon-
structing polynomials, that involves both the unknown variable φ and its first order
spatial derivative (or first moment). Therefore, the HWENO reconstruction stencil be-
comes more compact and their boundary treatment is much simpler, although more
storage and some additional work are needed to evaluate the spatial derivatives. The
HWENO scheme was first proposed in the construction of a suitable limiter for the
DG method [18, 19] due to its compact stencil, and was later used to solve the time-
dependent HJ equation in [20]. Numerical results demonstrate that the HWENO scheme
has smaller errors than the traditional WENO method with the same mesh and order.
The HWENO scheme was also extended to solve the hyperbolic conservation law in the
finite difference framework [14]. Since then, many HWENO schemes have been devel-
oped to solve hyperbolic conservation laws [26,33,38] and time-dependent HJ equations
on structured [39] and triangular meshes [40, 42]. In addition, it was observed in [23]
that the finite volume HWENO scheme enjoys the asymptotic preserving property, when
applied to the steady-state discrete ordinates (SN) transport equation. Recently, a new
HWENO scheme (denoted by HWENO-ZZQ) was proposed by Zhu et al. in [43] for
solving the time-dependent HJ equations. The main difference between the standard
HWENO and HWENO-ZZQ methods lies in the stencil used in the reconstruction proce-
dure. The HWENO-ZZQ reconstruction involves one big stencil and two small stencils,
and their linear weights can be any positivity number summing up to 1. In addition
to the simplicity, this method is shown in [43] to yield small errors with the same high
order accuracy in the smooth areas, and maintain sharp transitions and non-oscillatory
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property near discontinuity.

In this paper, built upon the high order HWENO-ZZQ schemes and different time
discretization schemes, we design a class of fixed-point methods with Gauss-Seidel fast
sweeping strategy for efficiently solving the static HJ equations. It is worth mention-
ing that we are no longer using the traditional HWENO framework, namely, using one
equation to update φ and several additional auxiliary equations to update its derivatives.
Instead, we use the new approach presented in our recent work [22], to use only one equa-
tion to update φ. The derivatives of φ will be obtained from applying the HWENO-ZZQ
reconstruction on the updated values of φ and the previous values of the derivatives.
This approach saves the computational storage and CPU costs, which improves the com-
putational efficiency of the traditional HWENO scheme. We will present four different
sweeping methods to discrete the temporal derivatives, which include the forward Euler
(FE), Runge-Kutta (RK) time-marching methods, as well as these two methods combined
with Gauss-Seidel fast sweeping technique. Extensive numerical examples suggest that
the FE time discretization with Gauss-Seidel fast sweeping strategy is the most effective
method for solving the static HJ equations. In addition, a hybrid strategy which combines
both linear and HWENO-ZZQ reconstruction is also proposed and numerically validated
to offer additional savings in computational time.

It was numerically observed in [22,32] that, in some test cases, the convergence of the
WENO/HWENO FSM scheme is very sensitive to the parameter ε used in the nonlinear
weights of HWENO reconstruction procedure. In order to address this issue, they adjust
the parameter ε according to the mesh size, so that the scheme can converge quickly and
give the expected high order. However, the manual adjustment of ε will impact the ap-
plication of the proposed scheme as the best choice of ε cannot be known a priori and
may be problem and mesh dependent. An interesting observation is that the proposed
HWENO fixed-point fast sweeping methods resolve this issue, and all the numerical ex-
amples work well with a fixed parameter ε. In addition, previous work [21,22] suggested
that the HWENO FSM does not converge to machine epsilon when the Godunov flux
is used for some numerical examples, and requires extra work to address them. The
numerical examples demonstrate that the HWENO fixed-point fast sweeping methods
proposed in this paper work well for these tests.

The rest of the paper is organized as follows. In Section 2, we present HWENO fixed-
point fast sweeping methods and the hybrid strategy. The numerical tests are presented
in Section 3 to show the effectiveness and efficiency of our schemes. Conclusion remarks
are provided in Section 4.

2 High order fixed-point fast sweeping methods

In this section, we present high order HWENO fixed-point fast sweeping methods to
solve the static HJ equations. For ease of presentation, we consider the following two-
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dimensional static HJ equation

{
H(φx,φy)= f (x,y), (x,y)∈Ω\Γ,

φ(x,y)= g(x,y), (x,y)∈Γ⊂Ω.
(2.1)

Suppose the computational domain Ω is discretized into uniform rectangular meshes
Ωh={(xi,yj),1≤ i≤Nx ,1≤ j≤Ny}, with (xi,yj) being a grid point in Ωh. ∆x and ∆y stand
for the grid sizes in the x and y directions, respectively. We denote the numerical solution
at the grid point (xi,yj) by φi,j. In addition, we introduce the notations u= φx(x,y) and
v=φy(x,y) as the first order partial derivatives of φ with respect to the variables x and y,
respectively.

2.1 Numerical Hamiltonian

The numerical approximation of the Hamiltonian in (2.1) is given by a monotone numer-
ical Hamiltonian Ĥ:

H(φx,φy)
∣∣
ij
≈ Ĥ(φ−

x ,φ+
x ,φ−

y ,φ+
y )ij. (2.2)

Such numerical Hamiltonian takes inputs φ±
x and φ±

y at the corresponding grid point,
which will be reconstructed from its neighboring point values using the high order re-
construction procedure as detailed in the next subsection.

Two types of numerical Hamiltonian are often considered for Hamilton-Jacobi equa-
tions. For general static HJ equations, we adopt the Lax-Friedrichs (LF) numerical Hamil-
tonian [4]

ĤLF
i,j =H

(
u−

i,j+u+
i,j

2
,
v−i,j+v+i,j

2

)
− 1

2
α(u+

i,j−u−
i,j)−

1

2
β(v+i,j−v−i,j), (2.3)

where

α=max
u,v

|H1(u,v)|, β=max
u,v

|H2(u,v)|, (2.4)

and Hℓ(u,v)(ℓ=1,2) denotes the partial derivative of H with respect to the ℓ-th argument.

The other commonly used numerical Hamiltonian is the Godunov numerical Hamil-
tonian, often employed in the approximation of the Eikonal equation. As discussed
in [15], the Godunov numerical Hamiltonian for general Hamiltonian H(u,v) takes the
form

ĤG(u−,u+,v−,v+)= extu∈I(u− ,u+)extv∈I(v− ,v+)H(u,v), (2.5)

where I(a,b)= [min(a,b),max(a,b)] and the function ext is defined by

extu∈I(a,b)=





min
a≤u≤b

, if a≤b,

max
b≤u≤a

, if a≥b.
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For the two-dimensional Eikonal equation

{√
φ2

x+φ2
y= f (x,y), (x,y)∈Ω,

φ(x,y)= g(x,y), (x,y)∈Γ⊂Ω,
(2.6)

the Godunov numerical Hamiltonian (2.5) reduces to

ĤG(u−,u+,v−,v+)=
√

max{(u−)+,(u+)−}2+max{(v−)+,(v+)−}2, (2.7)

where x+=max(x,0) and x−=−min(x,0).

2.2 The review of HWENO-ZZQ reconstruction

In this subsection, we will review the finite difference HWENO-ZZQ reconstruction re-
cently developed in [43]. To save space, we only illustrate the reconstruction of (φx)

±
i,j

along x-direction here. The approximation of (φy)
±
i,j along y-direction can be obtained

similarly, and we refer to [43] for the details. In this paper, we focus on the fifth order
finite difference HWENO-ZZQ reconstruction.

• Reconstruction of (φx)
−
i,j from the upwind information:

Take a big stencil S0={xi−2,xi−1,xi,xi+1} and two small stencils S1={xi−2,xi−1,xi},
S2 = {xi−1,xi,xi+1}, we compose a Hermite quintic polynomial p−1 (x), and two
quadratic polynomials p−2 (x), p−3 (x) satisfying

p−1 (xk)=φk,j, k= i−2,··· ,i+1, and (p−1 )
′|xk

=uk,j, k= i−1,i+1;

p−2 (xk)=φk,j, k= i−2,i−1,i; and p−3 (xk)=φk,j, k= i−1,i,i+1;

where u=φx(x,y), and ui,j is the high order approximation of u(x,y) at point (xi,yj).
The values of their first-order derivative at x= xi can be evaluated as

(φx)
−,1
i,j =(p−1 )

′|xi
=

φi−2,j+18φi−1,j−9φi,j−10φi+1,j+9∆xui−1,j+3∆xui+1,j

−18∆x
; (2.8a)

(φx)
−,2
i,j =(p−2 )

′|xi
=

φi−2,j−4φi−1,j+3φi,j

2∆x
; (2.8b)

(φx)
−,3
i,j =(p−3 )

′|xi
=

−φi−1,j+φi+1,j

2∆x
. (2.8c)

• Reconstruction of (φx)
+
i,j from the downwind information:

Take a big stencil S̃0={xi−1,xi,xi+1,xi+2} and two small stencils S̃1={xi−1,xi,xi+1},
S̃2 = {xi,xi+1,xi+2}, we compose a Hermite quintic polynomial p+1 (x), and two
quadratic polynomials p+2 (x), p+3 (x) such that

p+1 (xk)=φk,j, k= i−1,··· ,i+2, and (p+1 )
′|xk

=uk,j, k= i−1,i+1;

p+2 (xk)=φk,j, k= i−1,i,i+1; and p+3 (xk)=φk,j, k= i,i+1,i+2;
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where ui,j is the high order approximation of u(x,y) at point (xi,yj). The values of
their first-order derivative at x= xi can be evaluated as

(φx)
+,1
i,j =(p+1 )

′|xi
=

10φi−1,j+9φi,j−18φi+1,j−φi+2,j+3∆xui−1,j+9∆xui+1,j

−18∆x
; (2.9a)

(φx)
+,2
i,j =(p+2 )

′|xi
=

φi+1,j−φi−1,j

2∆x
; (2.9b)

(φx)
+,3
i,j =(p+3 )

′|xi
=

−3φi,j+4φi+1,j−φi+2,j

2∆x
. (2.9c)

In the nonlinear HWENO reconstructions, (φx)
±
i,j are computed as a convex combina-

tion of these three corresponding values [10, 43]

(φx)
±
i,j=ω±

1

(
1

γ1
(φx)

±,1
i,j − γ2

γ1
(φx)

±,2
i,j − γ3

γ1
(φx)

±,3
i,j

)
+ω±

2 (φx)
±,2
i,j +ω±

3 (φx)
±,3
i,j , (2.10)

where the parameters ωn (n=1,2,3) are called the nonlinear weights. The parameters γn

could be any positive constants satisfying γ1+γ2+γ3=1. The nonlinear weights ωn can
be computed from

ω±
n =

ω±
n

∑
3
l=1ω±

l

, ω±
n =γn

(
1+

τ±

ε+β±
n

)
, n=1,2,3, (2.11)

where ε is a small positive number to avoid the denominator from becoming 0, and

τ±=

( |β±
1 −β±

2 |+|β±
1 −β±

3 |
2

)2

,

with β±
n being the so-called smoothness indicators

β±
n =

r

∑
α=2

∫ x
i+ 1

2

x
i− 1

2

∆x2α−3

(
dα p±n (x)

dxα

)2

dx, n=1,2,3,

measuring the smoothness of the derivative functions of p±n (x) near the target point xi.
The parameter r is the degree of polynomial p±n (x), and here we set r= 5 for n= 1, and
r=2 for n=2,3, respectively.

2.3 HWENO fixed-point fast sweeping methods

After the spatial HWENO discretization, the model (2.1) reduces to a large nonlinear
system of algebraic equations, and its size is determined by the number of spatial grid
points. There are different approaches available to solve this nonlinear system. Here, we
propose to use the fixed-point fast sweeping methods, and discuss four different sweep-
ing methods below.
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Forward Euler Jacobi method: We could view the static HJ equation as the steady state
version of the time-dependent HJ equation. For the time-dependent problem, the simple
FE method could be used for the temporal discretization, and the resulting explicit time
marching scheme can be written as follows

φn+1
i,j =φn

i,j+∆t
[

fi,j−Ĥ(φ−
x ,φ+

x ,φ−
y ,φ+

y )
n
ij

]
, (2.12)

where the LF numerical Hamiltonian (2.3) or Godunov numerical Hamiltonian (2.7) is
used, and the time step size is given by

∆t=γ


 1

α
∆x +

β
∆y


,

with γ being the CFL number, and α, β defined in (2.4). Obviously, α=β=1 for the Eikonal
equation (2.6). Here φ±

x ,φ±
y are obtained through the high order HWENO reconstruction

procedure based on the values of φ, u, v. We introduce the following operator

L
(
{φn}i+2,j

i−2,j,u
n
i±1,j;{φn}i,j+2

i,j−2,vn
i,j±1

)
:= fi,j−Ĥ(φ−

x ,φ+
x ,φ−

y ,φ+
y )

n
ij

to represent this dependence. From the perspective of iterative schemes, the scheme
(2.12) can be considered as a forward Euler Jacobi (FE-Jacobi) type fixed-point iterative
scheme

φnew
i,j =φold

i,j +
γ

α
∆x +

β
∆y

L
(
{φold}i+2,j

i−2,j,u
old
i±1,j;{φold}i,j+2

i,j−2,vold
i,j±1

)
, (2.13)

where φnew
i,j denotes the updated numerical approximations of φ at the grid point (xi,yj),

φold
i,j denotes the previous value of φ, and uold

i,j , vold
i,j denote the previous values of u and v

at the same grid point.
The values of φ, u and v are used in the HWENO-ZZQ reconstruction. In the tradi-

tional HWENO framework, one needs to take the spatial derivatives of (2.1), to obtain
two new equations involving u and v, which will be used to update unew and vnew. In
our recent work [22], we presented a novel HWENO method for static HJ equations to
simplify this procedure, which will be used in this paper. Compared with traditional
HWENO framework, the new method does not involve any additional auxiliary equa-
tions, and is more computationally efficient. The main idea is to reuse the step of recon-
structing φ±

x and φ±
y from φ, u and v, which was already available during the HWENO-

ZZQ reconstruction procedure. More specifically, we use the updated φnew (computed
by (2.13) with suitable numerical Hamiltonian) and the previous spatial derivatives uold,
vold to reconstruct φ±

x and φ±
y by HWENO-ZZQ reconstruction, and then define unew and

vnew as

unew
i,j =





(φx)
−
i,j, if (φx)

±
i,j>0,

(φx)
+
i,j, if (φx)

±
i,j<0,

uold
i,j , otherwise,

vnew
i,j =





(φy)
−
i,j, if (φy)

±
i,j>0,

(φy)
+
i,j, if (φy)

±
i,j<0,

vold
i,j , otherwise.

(2.14)
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Here unew
i,j and vnew

i,j denote the updated numerical approximations of u and v at the

grid point (xi,yj), respectively. In the traditional HWENO framework, unew and vnew

are solved from two additional equations, which will cost extra storage requirement and
CPU time. Here, we follow the Approach 1 in [22] to compute them. We would like to
remark that this approach can only be applied to static problems, and is not applicable to
general time-dependent problems. More discussion of this approach can be found in [22].

This finishes the description of the FE-Jacobi iterative scheme. The pseudo code of
this method is presented in Algorithm 1.

Algorithm 1 FE-Jacobi scheme

for i=1 to Nx, j=1 to Ny do

φnew
i,j =φold

i,j +γ

(
1

α
∆x

+ β
∆y

)
L
(
{φold}i+2,j

i−2,j,u
old
i±1,j;{φold}i,j+2

i,j−2,vold
i,j±1

)
,

end for

for i=1 to Nx, j=1 to Ny do

Update unew
i,j and vnew

i,j by (2.14) from φnew
i,j , uold

i,j and vold
i,j .

end for

Forward Euler fast sweeping method: While the simple FE-Jacobi method converges for
most of the problems, it suffers from linear stability problems when coupled with high-
order spatial discretization, and requires a small CFL number γ, hence a lot of iteration
steps, to converge. In order to accelerate its convergence under the simple explicit frame-
work of fixed-point iteration (2.13), the Gauss-Seidel (GS) sweeping strategy could be
applied to scheme (2.13). According to the GS philosophy, the newest available numeri-
cal values of φ are always used in the interpolation stencils as long as they are available,
and the GS iterative scheme takes the form

φnew
i,j =φold

i,j +
γ

α
∆x +

β
∆y

L
(
{φ∗}i+2,j

i−2,j,u
∗
i±1,j;{φ∗}i,j+2

i,j−2,v∗i,j±1

)
, (2.15)

where φ∗
i,j represents the most up-to-date point values of φ at the point (xi,yj). Here, we

further propose to combine the GS iteration with the fast sweeping idea, and proceed the
sweeping in the following four alternating directions repeatedly

(1) i=1 : Nx , j=1 : Ny; (2) i=Nx : 1, j=1 : Ny ;

(3) i=Nx : 1, j=Ny : 1; (4) i=1 : Nx , j=Ny : 1,

which leads to the FE type fixed-point fast sweeping method (FE-FSM). This method
allows a larger CFL number and can reduce the number of iterations significantly. As
observed in the FSM applied to solve the static HJ equation, this strategy utilized the
directions of characteristic lines, and leads to an acceleration of the convergence speed
significantly, as observed in our numerical experiment section. The pseudo codes for
FE-FSM are presented in Algorithm 2.
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Algorithm 2 FE-FSM

for i=1 to Nx, j=1 to Ny do

φnew
i,j =φold

i,j +γ

(
1

α
∆x

+ β
∆y

)
L
(
{φ∗}i+2,j

i−2,j,u
∗
i±1,j;{φ∗}i,j+2

i,j−2,v∗i,j±1

)
,

update unew
i,j and vnew

i,j by (2.14) from φnew
i,j , uold

i,j and vold
i,j .

end for
Repeat the above process in the other three sweeping directions.

Runge-Kutta Jacobi method: We only considered the FE time discretization scheme so
far. In the temporal discretization of differential equations, the high order RK methods
are frequently used. Combining them with the Jacobi iteration, we have the third order
RK Jacobi (RK-Jacobi) type fixed-point method of the form

φ
(1)
i,j =φold

i,j +∆tL
(
{φold}i+2,j

i−2,j,u
old
i±1,j;{φold}i,j+2

i,j−2,vold
i,j±1

)
, (2.16a)

φ
(2)
i,j =

3

4
φold

i,j +
1

4
φ
(1)
i,j +

1

4
∆tL

(
{φ(1)}i+2,j

i−2,j,u
(1)
i±1,j;{φ(1)}i,j+2

i,j−2,v
(1)
i,j±1

)
, (2.16b)

φnew
i,j =

1

3
φold

i,j +
2

3
φ
(2)
i,j +

2

3
∆tL

(
{φ(2)}i+2,j

i−2,j,u
(2)
i±1,j;{φ(2)}i,j+2

i,j−2,v
(2)
i,j±1

)
. (2.16c)

Runge-Kutta fast sweeping method: Similar to FE-FSM, by combining the RK fixed-
point method and Gauss-Seidel fast sweeping strategy, we can obtain the third order RK
type fixed-point fast sweeping method (RK-FSM), which takes the form

φ
(1)
i,j =φold

i,j +∆tL
(
{φ∗}i+2,j

i−2,j,u
∗
i±1,j;{φ∗}i,j+2

i,j−2,v∗i,j±1

)
, (2.17a)

φ
(2)
i,j =φ

(1)
i,j +

1

4
∆tL

(
{φ∗}i+2,j

i−2,j,u
∗
i±1,j;{φ∗}i,j+2

i,j−2,v∗i,j±1

)
, (2.17b)

φnew
i,j =φ

(2)
i,j +

2

3
∆tL

(
{φ∗}i+2,j

i−2,j,u
∗
i±1,j;{φ∗}i,j+2

i,j−2,v∗i,j±1

)
. (2.17c)

Note that this method contains three sub-iterations, and again, each iteration proceeds
the sweeping in four alternating directions repeatedly. In the implementation, the sweep-
ing directions of these three sub-iterations are the same in each iteration step. The pseudo
codes of RK-Jacobi and RK-FSM are given in Algorithm 3 and Algorithm 4, respectively.

Algorithm 3 RK-Jacobi scheme

for i=1 to Nx, j=1 to Ny do

φ
(1)
i,j =φold

i,j +γ

(
1

α
∆x

+
β

∆y

)
L
(
{φold}i+2,j

i−2,j,u
old
i±1,j;{φold}i,j+2

i,j−2,vold
i,j±1

)
,

end for

for i=1 to Nx, j=1 to Ny do

update u
(1)
i,j and v

(1)
i,j from φ

(1)
i,j , uold

i,j , vold
i,j by (2.14).
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end for

for i=1 to Nx, j=1 to Ny do

φ
(2)
i,j = 3

4 φold
i,j +

1
4 φ

(1)
i,j +

1
4 γ

(
1

α
∆x

+ β
∆y

)
L
(
{φ(1)}i+2,j

i−2,j,u
(1)
i±1,j;{φ(1)}i,j+2

i,j−2,v
(1)
i,j±1

)
,

end for

for i=1 to Nx, j=1 to Ny do

update u
(2)
i,j and v

(2)
i,j from φ

(2)
i,j , u

(1)
i,j , v

(1)
i,j by (2.14).

end for

for i=1 to Nx, j=1 to Ny do

φnew
i,j = 1

3 φold
i,j +

2
3 φ

(2)
i,j +

2
3 γ

(
1

α
∆x

+
β

∆y

)
L
(
{φ(2)}i+2,j

i−2,j,u
(2)
i±1,j;{φ(2)}i,j+2

i,j−2,v
(2)
i,j±1

)
,

end for

for i=1 to Nx, j=1 to Ny do

update unew
i,j and vnew

i,j from φnew
i,j , u

(2)
i,j , v

(2)
i,j by (2.14).

end for

Algorithm 4 RK-FSM

for i=1 to Nx, j=1 to Ny do

φ
(1)
i,j =φold

i,j +γ

(
1

α
∆x

+ β
∆y

)
L
(
{φ∗}i+2,j

i−2,j,u
∗
i±1,j;{φ∗}i,j+2

i,j−2,v∗i,j±1

)
,

update u
(1)
i,j and v

(1)
i,j from φ

(1)
i,j , uold

i,j , vold
i,j by (2.14).

end for

for i=1 to Nx, j=1 to Ny do

φ
(2)
i,j =φ

(1)
i,j +

1
4 γ

(
1

α
∆x

+
β

∆y

)
L
(
{φ∗}i+2,j

i−2,j,u
∗
i±1,j;{φ∗}i,j+2

i,j−2,v∗i,j±1

)
,

update u
(2)
i,j and v

(2)
i,j from φ

(2)
i,j , u

(1)
i,j , v

(1)
i,j by (2.14).

end for

for i=1 to Nx, j=1 to Ny do

φnew
i,j =φ

(2)
i,j +

2
3 γ

(
1

α
∆x

+
β

∆y

)
L
(
{φ∗}i+2,j

i−2,j,u
∗
i±1,j;{φ∗}i,j+2

i,j−2,v∗i,j±1

)
,

update unew
i,j and vnew

i,j from φnew
i,j , u

(2)
i,j , v

(2)
i,j by (2.14).

end for

Repeat the above process in the other three sweeping directions.

Remark 2.1. There are several different forms of the RK-FSM in addition to (2.17), since
we could mix the usage of φold, φ(1) and φ(2) for this steady state problem. Numerically,
we also tested other RK type fixed-point fast sweeping methods, including the following
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RK3 fixed-point fast sweeping scheme

φ
(1)
i,j =φold

i,j +∆tL
(
{φ∗}i+2,j

i−2,j,u
∗
i±1,j;{φ∗}i,j+2

i,j−2,v∗i,j±1

)
, (2.18a)

φ
(2)
i,j =

3

4
φold

i,j +
1

4
φ
(1)
i,j +

1

4
∆tL

(
{φ∗}i+2,j

i−2,j,u
∗
i±1,j;{φ∗}i,j+2

i,j−2,v∗i,j±1

)
, (2.18b)

φnew
i,j =

1

3
φold

i,j +
2

3
φ
(2)
i,j +

2

3
∆tL

(
{φ∗}i+2,j

i−2,j,u
∗
i±1,j;{φ∗}i,j+2

i,j−2,v∗i,j±1

)
. (2.18c)

The numerical experiments suggest that the scheme in (2.17) yields the fastest conver-
gence among all these RK type fixed-point fast sweeping schemes.

2.4 The flowchart of four HWENO fixed-point sweeping schemes

We have proposed four HWENO fixed-point sweeping approaches to solve the static HJ
equations. Here we will summarize the detailed procedure of these approaches, and pro-
vide a flowchart for them. We start by labeling the computational nodal points {(xi,yj)}
into several categories as in [21]:

Category I: For points on the boundary Γ, the exact values are assigned for these points.

Category II: For ghost points (exterior of the boundary), we use the third order extrapola-
tion to compute their numerical solution φi,j.

Category III: For points near the Γ (whose distances to Γ are less than or equal to 2h), the
numerical boundary treatment from [6, 32] could be used (i.e., Richardson extrapolation
for a single point or a set of isolated points, and Lax-Wendroff type procedure for contin-
uous Γ). Since our main focus is on HWENO fixed-point sweeping method itself in this
paper, the exact solutions are used on these points.

Category IV: All the remaining points, which will be updated by fixed-point sweeping
methods.

Note that only Category IV points need to be updated by following numerical method.
We now summarize our flowchart of these methods as follows:

Step 1. Initialization: The numerical solution from the first order fast sweeping method
[37] is taken as the initial guess of φ. The forward or backward difference of the resulting
φ is used as the initial guess of u and v.

Step 2. Update φnew: We can choose one of these four schemes (2.13), (2.15), (2.16) and
(2.17) to update φnew

i,j at the grid point (xi,yj). The pseudo codes of these schemes have

been given in Section 2.3. The values at ghost points will be updated by the third order
extrapolations in the iterative methods.

Step 3. Convergence: In general, the iteration will stop if, for two consecutive iteration
steps, the error satisfies

δ= ||φnew−φold||L1
<10−14.
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2.5 Comments and remarks

We need to emphasize that the local solver of fixed-point sweeping methods derived
from different time marching schemes with either Jacobi or Gauss-Seidel fast sweeping
strategy, are given in the explicit form and do not involve solving nonlinear equations.
In principle, the approaches can be applied to any general static HJ equations with com-
plicated Hamiltonian. If the Godunov Hamiltonian is used, the numerical method is
different from the fast sweeping methods discussed in [9, 21, 22, 36, 37], where the meth-
ods are implicit and need to solve nonlinear equations. However, it can be shown that
the FE-FSM with LF Hamiltonian are equivalent to the fast sweeping method with LF
Hamiltonian in [21, 22], if the same high order reconstruction is used.

Remark 2.2. In Remark 2.1 of the recent work [22] to study HWENO FSM, we observed
that such method does not converge to machine epsilon when the Godunov flux is used
for some examples. To fix this issue, it was proposed there to update the solution by

φnew=ωφnew+(1−ω)φold, 0<ω<1,

which may increase the number of iteration steps. The numerical examples suggest that
there is no need to introduce any other parameters for HWENO fixed-point sweeping
methods proposed in this paper.

Remark 2.3. It was numerically observed in [22,32] that, in some test cases (e.g. Examples
3.6 and 3.7 in Section 3), the convergence of the HWENO FSM scheme is very sensitive
to the parameter ε used in the nonlinear weights of HWENO reconstruction procedure.
In order to address this issue, the parameter ε was adjusted according to the mesh size,
so that the scheme can converge quickly and provide the expected high order. However,
the manual adjustment of ε will impact the application of the proposed scheme as the
best choice of ε cannot be known a priori and may be problem and mesh dependent.
An interesting observation is that the proposed HWENO fixed-point sweeping method
resolves this issue, and all the numerical examples work well with a fixed parameter ε.

2.6 Hybrid strategy

In the HWENO reconstruction procedure, compared with simple linear reconstruction,
the evaluation of the smoothness indicators occupies most of the additional compu-
tational cost. Here we explore a hybrid strategy to combine the linear and HWENO
method, which is similar to the hybrid fast sweeping WENO method studied in [21, 22].
In this paper, we directly follow the approach in [22], and apply the fifth order linear re-
construction if the numerical solution is monotonic on the big stencil S0 or S̃0, and apply
the HWENO-ZZQ reconstruction in other cases.

In order to describe the fixed-point fast sweeping method with hybrid strategy, we
separate the points {(xi,yj)} in Category IV (defined in Section 2.4) into the following two
subcategories, which will be handled slightly different in the hybrid method.
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Category IV.1: For points whose distances to Category III are less than or equal to 2h (ex-
cluding those in Category I).

Category IV.2: All the remaining points in Category IV.

The specific flowchart of fixed-point sweeping method with hybrid strategy is similar
to that in Section 2.4, except the Step 2. During the Step 2, for the points in Category
IV.1: the nonlinear HWENO-ZZQ reconstruction (2.10) is applied to evaluate (φx)

±
i,j. For

the points in Category IV.2, the hybrid strategy is applied, by using either the linear or
nonlinear reconstruction based on the following criteria:

(φx)
±
i,j=

{
(2.8a) or (2.9a), if {ui,j} have the same sign on S0 or S̃0,

(2.10), otherwise.
(2.19)

The similar procedure for (φy)
±
i,j is used. The rest of the algorithm is the same as that in

Section 2.4.

3 Numerical results

In this section, we will present extensive numerical examples by testing the proposed
fifth order finite difference HWENO fixed-point sweeping methods on the Eikonal equa-
tion and general static HJ equations in two dimensions. We will compare the numerical
results of four fixed-point sweeping methods with/without the hybrid strategy, and list
their errors, convergence rates and the numbers of iterations. In all the numerical exam-
ples, ε in (2.11) is taken as 10−6, and linear weights are taken as γ1=0.98 and γ2=γ3=0.01.
The total number of grid points is assumed to be Nx = Ny = N, unless otherwise stated.
We use “iter” to denote the number of iterations in all the tables. Note that one iteration
means that all point values are updated once. Therefore, one GS fast sweeping iteration
involves the sweeping in four alternating directions and would count as four iterations.
All the computations are implemented by using MATLAB 2020a on ThinkPad computer
with 1.80 GHz Intel Core i7 processor and 16GB RAM.

Example 3.1. We solve the Eikonal equation with

f (x,y)=
π

2

√
sin2

(
π+

π

2
x
)
+sin2

(
π+

π

2
y
)

,

on the computational domain [−1,1]2, with the inflow boundary Γ = (0,0). The exact
solution is given by

φ(x,y)=cos
(

π+
π

2
x
)
+cos

(
π+

π

2
y
)

.

The Godunov numerical Hamiltonian (2.7) is used in this example. Table 1 lists the nu-
merical results of four fixed-point sweeping methods, including the numerical errors,
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Table 1: Example 3.1. Comparison of the four methods: The errors of the numerical solution, the accuracy
obtained and the number of iterations for convergence

FE-Jacobi γ=0.1 FE-Jacobi γ=0.1 with hybrid strategy

N L1 error order L∞ error order iter time L1 error order L∞ error order iter time

40 3.65e-06 - 2.97e-05 - 1690 1.8799 3.62e-06 - 2.93e-05 - 1690 0.73858

80 5.75e-08 5.99 1.07e-06 4.78 2113 9.4906 5.74e-08 5.97 1.07e-06 4.76 2113 2.5132

160 2.91e-10 7.62 1.16e-08 6.52 3281 58.4108 - - - - - -

320 - - - - - - - - - - - -

FE-FSM γ=1 FE-FSM γ=1 with hybrid strategy

N L1 error order L∞ error order iter time L1 error order L∞ error order iter time

40 3.65e-06 - 2.97e-05 - 240 0.29083 3.62e-06 - 2.93e-05 - 240 0.12409

80 5.75e-08 5.99 1.07e-06 4.78 272 1.0191 5.74e-08 5.97 1.07e-06 4.76 272 0.35377

160 2.91e-10 7.62 1.16e-08 6.53 348 5.2703 2.91e-10 7.62 1.16e-08 6.53 332 1.1835

320 2.66e-13 10.09 9.62e-12 10.23 524 32.0309 2.65e-13 10.09 1.03e-11 10.12 396 6.8875

RK-Jacobi γ=1 RK-Jacobi γ=1 with hybrid strategy

N L1 error order L∞ error order iter time L1 error order L∞ error order iter time

40 3.65e-06 - 2.97e-05 - 399 0.68148 3.62e-06 - 2.93e-05 - 399 0.19815

80 5.75e-08 5.99 1.07e-06 4.78 471 1.9727 5.74e-08 5.97 1.07e-06 4.76 471 0.57089

160 2.91e-10 7.62 1.15e-08 6.54 780 12.9281 2.91e-10 7.62 1.15e-08 6.54 780 3.5232

320 3.04e-13 9.90 8.34e-11 7.11 1413 102.4285 3.04e-13 9.90 8.34e-11 7.11 1413 27.8141

RK-FSM γ=1 RK-FSM γ=1 with hybrid strategy

N L1 error order L∞ error order iter time L1 error order L∞ error order iter time

40 3.65e-06 - 2.97e-05 - 360 0.61658 3.62e-06 - 2.93e-05 - 360 0.35017

80 5.75e-08 5.99 1.07e-06 4.78 420 1.7162 5.74e-08 5.97 1.07e-06 4.76 420 0.73419

160 2.91e-10 7.62 1.16e-08 6.53 516 8.4034 2.91e-10 7.62 1.16e-08 6.53 516 2.1677

320 2.65e-13 10.09 9.33e-12 10.28 744 46.2991 2.65e-13 10.09 1.10e-11 10.03 672 11.431

convergence order, number of iterations and CPU time. The numerical results with-
out hybrid strategy are reported on the left side of Table 1, and those with the hybrid
strategy are reported on the right side. The “-” in the error column of the table repre-
sents the “not convergent” case, namely, with the iteration numbers increasing, the error
δ=||φnew−φold||L1

either stays at the level of approximately 10−10 and fails to reach 10−14,
or increases until ≫1.

We can observe that the FE-Jacobi method requires the smaller CFL number of value
0.1, but still fails to converge on the refined mesh. The reason is the that FE time dis-
cretization coupled with high-order linear spatial discretization suffers from linear sta-
bility problems. However, when the third order RK time discretization is used, the RK-
Jacobi scheme can take a larger CFL number of value 1. Also, the number of iterations of
RK-Jacobi method is smaller than FE-Jacobi method on the same mesh. The fast sweep-
ing technique (in the FE-FSM and RK-FSM) can improve the convergence of the Jacobi
scheme, as observed in Table 1. In addition, when the fast sweeping technique is used,
the FE-FSM can now use a larger CFL number than FE-Jacobi scheme. On the same re-
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(a) FE-FSM-Convergence.
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(b) FE-FSM-Residual.
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(c) FE-FSM-Numerical error.
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(d) RK-FSM-Convergence.
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(e) RK-FSM-Residual.
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(f) RK-FSM-Numerical error.
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(g) FE-FSM-h-Convergence.
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(h) FE-FSM-h-Residual.
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(i) FE-FSM-h-Numerical error.
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(j) RK-FSM-h-Convergence.

0 100 200 300 400 500 600 700

iteration numbers

-14

-12

-10

-8

-6

-4

-2

0

L 1
 n

or
m

 o
f t

he
 r

es
id

ua
l

t
min

=5.359 in =1.6

=1
=1.2
=1.4
=1.6
=1.7

(k) RK-FSM-h-Residual.
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(l) RK-FSM-h-Numerical error.

Figure 1: Example 3.1. Study on different γ’s.

fined mesh, we observe that the RK-FSM only takes about 50% CPU time of the RK-Jacobi
scheme. Furthermore, the FE-FSM costs even less CPU time than RK-FSM. The numer-
ical results after the hybrid strategy is applied can be seen on the right side of Table 1,
which suggests that the hybrid strategy can save 70%−80% of the CPU time on the re-
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Figure 2: Example 3.1, the iteration numbers vs γ of FS-FSM and RK-FSM on mesh N=160. “N.C.” represents

the “not convergent” case: with the iteration numbers increasing, the error δ= ||φnew−φold||L1
either stays at

the level of approximately 10−10 and fails to reach 10−14, or increases until ≫1. Left: two schemes, γ∈[0.6,1.6]
with ∆γ=0.05; Middle: FE-FSM in the zoom-in region of γ∈ [1.2,1.3] with ∆γ=0.005; Right: RK-FSM in the
zoom-in region of γ∈ [1.5,1.6] with ∆γ=0.005.

fined mesh. In summary, the FE-FSM performs the best out of these four methods, and
this observation is consistent with that in [30,35]. The hybrid strategy can further reduce
the computational cost.

Finally, we want to remark that, for the three schemes other than the FE-Jacobi
scheme, the CFL number can be taken to be greater than 1. Fig. 1 shows that the con-
vergence history of the FE-FSM and RK-FSM with larger CFL numbers on mesh N=320,
reporting the errors between two consecutive iteration steps, the residual and numeri-
cal errors. Here, “FE-FSM-h” represents FE-FSM with hybrid strategy, and similarly for
“RK-FSM-h”. We have listed the optimal CFL number and CPU time of each scheme in
the title of each sub-figure. For example, “tmin=24.7683 (unit: second) in γ=1.2” on first
line of Fig. 1 represents the optimal CFL number for FE-FSM is 1.2, because it requires the
least CPU time tmin = 24.7683 among all the choices of γ that lead to convergent results.
We also observe that the RK-FSM tends to admit a larger CFL number than the FE-FSM,
however the RK-FSM still costs more CPU time than the FE-FSM.

In order to better observe the optimal parameter γ of FE-FSM and RK-FSM, we fix the
mesh size N=160 and plot the iteration numbers when taking different γ in Fig. 2. The
term “N.C.” refers to the “not convergent” case, as defined above. From the figure, we
can see that the optimal “γ” under the two schemes are γ=1.28 for the FE-FSM scheme,
and γ=1.56 for the RK-FSM scheme, respectively. Under their respective optimal γ, the
FE-FSM scheme still converges faster than the RK-FSM.

We have also tried with the case when the mesh sizes in x and y directions are not
equal, i.e. ∆x 6=∆y. The numerical results are shown in Table 2, and the similar conclusion
can be concluded.

Example 3.2. We solve the Eikonal equation with f (x,y)=1. The computational domain
is set as [−1,1]2, and the inflow boundary Γ is the circle with center at (0,0) and radius
0.5, that is

Γ=

{
(x,y)|x2+y2=

1

4

}
.
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Table 2: Example 3.1. Comparison of the four methods with ∆x 6=∆y: The errors of the numerical solution,
the accuracy obtained and the number of iterations for convergence.

FE-Jacobi γ=0.1 FE-Jacobi γ=0.1 with hybrid strategy

Nx×Ny L1 error order L∞ error order iter time L1 error order L∞ error order iter time

40×32 1.04e-05 - 6.24e-05 - 1712 1.6030 1.02e-05 - 6.08e-05 - 1711 0.72914

80 ×64 1.62e-07 6.01 2.24e-06 4.80 2053 6.5593 1.62e-07 5.98 2.23e-06 4.76 2055 1.9648

160×128 1.37e-09 6.88 4.45e-08 5.65 2999 40.1175 - - - - - -

320×256 - - - - - - - - - - - -

FE-FSM γ=1 FE-FSM γ=1 with hybrid strategy

Nx×Ny L1 error order L∞ error order iter time L1 error order L∞ error order iter time

40×32 1.04e-05 - 6.24e-05 - 260 0.43989 1.02e-05 - 6.08e-05 - 256 0.13353

80×64 1.62e-07 6.01 2.24e-06 4.80 288 1.3961 1.62e-07 5.98 2.23e-06 4.76 288 0.29079

160×128 1.37e-09 6.88 4.44e-08 5.65 344 6.0251 1.37e-09 6.88 4.44e-08 5.65 344 0.99301

320×256 2.17e-12 9.29 1.29e-10 8.42 484 35.521 2.17e-12 9.29 1.27e-10 8.44 420 5.4661

RK-Jacobi γ=1 RK-Jacobi γ=1 with hybrid strategy

Nx×Ny L1 error order L∞ error order iter time L1 error order L∞ error order iter time

40×32 1.04e-05 - 6.24e-05 - 429 0.52569 1.02e-05 - 6.08e-05 - 429 0.34221

80 ×64 1.62e-07 6.01 2.24e-06 4.80 492 1.7184 1.62e-07 5.98 2.23e-06 4.76 492 0.80352

160×128 1.37e-09 6.88 4.44e-08 5.65 720 9.1995 1.37e-09 6.88 4.44e-08 5.65 720 2.1971

320 ×256 2.19e-12 9.28 1.21e-10 8.51 1293 74.9266 2.19e-12 9.28 1.21e-10 8.51 1293 16.29

RK-FSM γ=1 RK-FSM γ=1 with hybrid strategy

Nx×Ny L1 error order L∞ error order iter time L1 error order L∞ error order iter time

40×32 1.04e-05 - 6.24e-05 - 372 0.44122 1.02e-05 - 6.08e-05 - 372 0.18977

80×64 1.62e-07 6.01 2.24e-06 4.80 408 1.4815 1.62e-07 5.98 2.23e-06 4.76 408 0.38255

160×128 1.37e-09 6.88 4.44e-08 5.65 504 7.7328 1.37e-09 6.88 4.44e-08 5.65 504 1.6295

320×256 2.17e-12 9.29 1.27e-10 8.44 696 49.7756 2.17e-12 9.29 1.27e-10 8.44 672 9.0935

The boundary condition is given as φ(x,y) = 0 on Γ. The exact solution is a distance
function to the circle Γ, and it has a singularity at the center of the circle (due to the
intersection of characteristic lines). The Godunov numerical Hamiltonian is used, and the
numerical errors are measured in the box [−0.9,0.9]2 and outside the box [−0.15,0.15]2 ,
which aims to remove the influence of singularity and outflow boundary treatment. The
surface and contour of numerical solution by FE-FSM are shown in Fig. 3.

The numerical results without the hybrid strategy are reported on the left side of
Table 3, and those with the hybrid strategy are reported on the right side. Again, the
FE-Jacobi iteration requires a smaller CFL number of 0.1 due to the linear instability, and
fails to converge on the refined mesh. For the other three methods, a larger CFL number
can be taken. Again, we can observe that the fast sweeping technique can improve the
convergence of the Jacobi scheme. On the same refined mesh, it can be seen that the RK-
FSM only takes about 50% CPU time of the RK-Jacobi scheme. Furthermore, the FE-FSM
costs even less CPU time than RK-FSM. The numerical results obtained with the hybrid
strategy can be seen on the right side of Table 3, which indicates that the hybrid strategy
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Table 3: Example 3.2. Comparison of the four methods: The errors of the numerical solution, the accuracy
obtained and the number of iterations for convergence.

FE-Jacobi γ=0.1 FE-Jacobi γ=0.1 with hybrid strategy

N L1 error order L∞ error order iter time L1 error order L∞ error order iter time

40 6.09e-07 - 2.33e-05 - 1121 0.9706 6.09e-07 - 2.33e-05 - 1106 0.8406

80 1.16e-08 5.70 1.74e-06 3.74 1553 5.3702 1.16e-08 5.70 1.74e-06 3.74 1541 3.1265

160 8.70e-11 7.06 2.20e-08 6.30 2260 32.6669 1.04e-10 6.80 3.21e-08 5.76 2207 15.6215

320 - - - - - - - - - - - -

FE-FSM γ=1 FE-FSM γ=1 with hybrid strategy

N L1 error order L∞ error order iter time L1 error order L∞ error order iter time

40 6.75e-07 - 5.41e-05 - 160 0.1337 6.04e-07 - 2.33e-05 - 280 0.2301

80 1.16e-08 5.85 1.74e-06 4.95 208 0.6374 1.15e-08 5.70 1.74e-06 3.74 280 0.46745

160 8.76e-11 7.05 2.21e-08 6.30 244 3.1495 9.98e-11 6.85 4.55e-08 5.26 248 1.2264

320 1.78e-12 5.61 1.30e-10 7.40 324 19.7232 1.78e-12 5.80 1.30e-10 8.44 336 5.6339

RK-Jacobi γ=1 RK-Jacobi γ=1 with hybrid strategy

N L1 error order L∞ error order iter time L1 error order L∞ error order iter time

40 9.00e-07 - 6.26e-05 - 282 0.3819 8.95e-07 - 6.25e-05 - 282 0.4601

80 1.16e-08 6.26 1.74e-06 5.16 363 1.2983 1.15e-08 6.27 1.74e-06 5.16 369 1.0393

160 8.76e-11 7.05 2.21e-08 6.30 513 7.0839 8.77e-11 7.03 2.21e-08 6.30 516 3.4253

320 1.80e-12 5.60 1.30e-10 7.40 903 54.8592 1.80e-12 5.60 1.30e-10 7.40 903 26.9378

RK-FSM γ=1 RK-FSM γ=1 with hybrid strategy

N L1 error order L∞ error order iter time L1 error order L∞ error order iter time

40 5.97e-07 - 2.33e-05 - 252 0.2615 5.96e-07 - 2.33e-05 - 252 0.1610

80 1.41e-08 5.40 4.14e-06 2.49 312 0.9659 1.17e-08 5.66 1.74e-06 3.74 312 0.5905

160 8.72e-11 7.33 2.20e-08 7.55 372 4.8890 9.28e-11 6.98 3.42e-08 5.67 372 1.8319

320 1.78e-12 5.61 1.30e-10 7.39 480 27.7620 1.78e-12 5.70 1.30e-10 8.03 480 7.6022
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Figure 3: Example 3.2. The numerical solution by FE-FSM on mesh N = 80. Left: the 3D plot of numerical
solution φ; Right: the contour plot for φ.

can save about 50%−75% CPU time on the refined mesh.

Again, we want to remark that, for the three schemes other than the FE-Jacobi scheme,
the CFL number can be taken to be greater than 1. Fig. 4 shows that the convergence
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(a) FE-FSM-Convergence.
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(b) FE-FSM-Residual.
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(c) FE-FSM-Numerical error.
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(d) RK-FSM-Convergence.
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(e) RK-FSM-Residual.
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(f) RK-FSM-Numerical error.
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(g) FE-FSM-h-Convergence.
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(h) FE-FSM-h-Residual.
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(i) FE-FSM-h-Numerical error.
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(j) RK-FSM-h-Convergence.
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(k) RK-FSM-h-Residual.
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(l) RK-FSM-h-Numerical error.

Figure 4: Example 3.2. Study on different γ’s.

history of the FE-FSM and RK-FSM with larger CFL numbers on mesh N=320, reporting
the errors between two consecutive iteration steps, the residual and numerical errors.
Similar to Example 3.1, we have presented the optimal CFL number and CPU time of
each scheme in the title of each sub-figure. With larger CFL number, fewer iterations



174 Y. Ren, Y. Xing and J. Qiu / Commun. Comput. Phys., 31 (2022), pp. 154-187

are needed for convergence. We observe that the RK-FSM tends to admit a larger CFL
number than the FE-FSM, but it still under performs in terms of the computational time.

In summary, the FE-FSM demonstrates to yield the best performance out of these four
methods, which is consistent with the observation from Example 3.1. Also, the hybrid
strategy can further reduce the computational cost.

Example 3.3. In this test case, we solve the Eikonal equation with f (x,y)= 1. The com-
putational domain is set as [−3,3]2, and the inflow boundary Γ consists of two circles
of equal radius 0.5 with the centers located at (−1,0) and (

√
1.5,0), respectively, which

leads to

Γ=

{
(x,y)|(x+1)2+y2=

1

4
or (x−

√
1.5)2+y2=

1

4

}
.

The exact solution is a distance function to the inflow boundary Γ, containing the singu-
larities at the center of each circle and the line x= 0.5(

√
1.5−1) that is of equal distance

to two circle centers.
Again, the Godunov numerical Hamiltonian is used. We measure the numerical

errors within the box of [−2.85,2.85]2, which also excludes the boxes [−1.15,−0.85]×
[−0.15,0.15], [

√
1.5−0.15,

√
1.5+0.15]×[−0.15,0.15] and [

√
0.375−0.65,

√
0.375−0.35]×

[−2.85,2.85]. These excluded boxes contain two centers of Γ and the singular line.
Fig. 5 shows that the numerical solution by FE-FSM. The numerical results with hy-

brid strategy and without hybrid strategy are reported on the Table 4. Again, We can
observe that the FE-Jacobi method requires the smaller CFL number of value 0.1, but
still fails to converge on the refined mesh. The other three schemes can take a larger
CFL number and the fast sweeping technique can improve the convergence of the Jacobi
scheme. On the same refined mesh, we can see that the RK-FSM only takes about 50%
CPU time of the RK-Jacobi scheme. Furthermore, the FE-FSM costs even less CPU time
than RK-FSM. When the hybrid strategy is used, all four schemes can save about 75%
CPU time on the refined mesh.

In addition, we want to remark that, for the three schemes other than the FE-Jacobi
scheme, the CFL number can be taken to be greater than 1. With larger CFL number,
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Figure 5: Example 3.3. The numerical solution by FE-FSM on mesh N = 80. Left: the 3D plot of numerical
solution φ; Right: the contour plot for φ.
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Table 4: Example 3.3. Comparison of the four methods: The errors of the numerical solution, the accuracy
obtained and the number of iterations for convergence.

FE-Jacobi γ=0.1 FE-Jacobi γ=0.1 with hybrid strategy

N L1 error order L∞ error order iter time L1 error order L∞ error order iter time

80 7.09e-07 - 1.17e-04 - 1884 7.6586 7.09e-07 - 1.17e-04 - 1867 3.3288

160 1.10e-07 2.68 9.25e-06 3.67 2859 49.5274 1.94e-07 1.86 1.81e-05 2.70 2852 14.9261

320 - - - - - - - - - - - -

FE-FSM γ=1 FE-FSM γ=1 with hybrid strategy

N L1 error order L∞ error order iter time L1 error order L∞ error order iter time

80 7.02e-07 - 1.17e-04 - 236 0.88271 7.03e-07 - 1.17e-04 - 236 0.34559

160 1.10e-07 2.66 9.71e-06 3.59 292 4.599 2.01e-07 1.80 1.81e-05 2.69 288 1.3335

320 2.98e-10 8.53 3.86e-07 4.65 408 26.4953 3.18e-10 9.30 4.03e-07 5.48 368 6.1812

RK-Jacobi γ=1 RK-Jacobi γ=1 with hybrid strategy

N L1 error order L∞ error order iter time L1 error order L∞ error order iter time

80 7.09e-07 - 1.18e-04 - 426 1.6574 7.09e-07 - 1.18e-04 - 423 0.65345

160 1.19e-07 2.57 1.75e-05 2.74 681 11.6017 2.05e-07 1.78 1.81e-05 2.70 678 3.5579

320 3.54e-10 8.39 3.74e-07 5.55 1197 83.9635 3.86e-10 9.05 4.64e-07 5.28 1194 24.711

RK-FSM γ=1 RK-FSM γ=1 with hybrid strategy

N L1 error order L∞ error order iter time L1 error order L∞ error order iter time

80 7.10e-07 - 1.01e-04 - 360 1.4243 7.11e-07 - 1.01e-04 - 360 0.53576

160 1.09e-07 2.70 9.53e-06 3.41 480 9.2416 1.94e-07 1.87 1.81e-05 2.48 468 2.4039

320 3.01e-10 8.50 3.85e-07 4.63 648 41.7686 3.16e-10 9.26 3.84e-07 5.55 624 11.6644

fewer iterations are needed for convergence. This observation is exactly the same as the
previous example, hence we will no longer report the convergence history with different
CFL numbers to save space.

Example 3.4. Here we again consider the Eikonal equation with f (x,y)=1. The compu-
tational domain is set as [−1,1]2, and the inflow boundary is given by Γ=(0,0). The exact
solution for this problem is a distance function to Γ, and it contains a singularity at Γ.

The Godunov numerical Hamiltonian is used. Due to the singularity, we follow the
setup in [32], and pre-assign the exact solution in a small box with length 0.3 around the
source point. Numerical errors and orders are listed in Table 5. The same behavior as
in the previous examples can be observed, namely, a smaller CFL number is needed for
FE-Jacobi method, and the fast sweeping technique can improve the convergence of the
Jacobi scheme. Again, the FE-FSM performs the best out of these four methods, and the
hybrid strategy can further reduce the computational cost.

Example 3.5. Consider the Eikonal equation with f (x,y)=1 on the computational domain
[−1,1]2. The inflow boundary Γ is a sector of three quarters of the circle centered at (0,0)
with radius 0.5, closed with the x-axis and y-axis in the first quadrant, which can be
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Table 5: Example 3.4. Comparison of the four methods: The errors of the numerical solution, the accuracy
obtained and the number of iterations for convergence.

FE-Jacobi γ=0.1 FE-Jacobi γ=0.1 with hybrid strategy

N L1 error order L∞ error order iter time L1 error order L∞ error order iter time

40 1.29e-07 - 4.17e-07 - 1354 1.4606 3.10e-07 - 4.60e-06 - 1281 0.85274

80 3.58e-09 5.17 1.07e-08 5.27 1910 7.7459 6.95e-09 5.48 1.62e-07 4.82 1765 2.8821

160 1.06e-10 5.06 2.85e-10 5.24 2707 44.3751 - - - - - -

320 - - - - - - - - - - - -

FE-FSM γ=1 FE-FSM γ=1 with hybrid strategy

N L1 error order L∞ error order iter time L1 error order L∞ error order iter time

40 3.10e-07 - 4.60e-06 - 192 0.19561 3.10e-07 - 4.60e-06 - 292 0.16633

80 6.95e-09 5.48 1.62e-07 4.82 240 0.91323 6.95e-09 5.48 1.62e-07 4.82 336 0.49803

160 1.19e-10 5.85 1.78e-09 6.51 296 4.466 1.19e-10 5.85 1.79e-09 6.50 340 1.5533

320 3.26e-12 5.20 8.67e-12 7.68 412 22.457 3.26e-12 5.20 8.67e-12 7.69 380 5.9912

RK-Jacobi γ=1 RK-Jacobi γ=1 with hybrid strategy

N L1 error order L∞ error order iter time L1 error order L∞ error order iter time

40 1.29e-07 - 4.27e-07 - 339 0.35881 3.10e-07 - 4.60e-06 - 345 0.23766

80 3.58e-09 5.17 1.07e-08 5.31 441 1.8265 6.95e-09 5.48 1.62e-07 4.82 444 0.75318

160 1.06e-10 5.06 2.85e-10 5.23 615 9.8505 1.19e-10 5.85 1.78e-09 6.51 621 3.3396

320 3.26e-12 5.03 8.54e-12 5.06 1047 69.828 3.26e-12 5.20 8.66e-12 7.68 1053 21.902

RK-FSM γ=1 RK-FSM γ=1 with hybrid strategy

N L1 error order L∞ error order iter time L1 error order L∞ error order iter time

40 3.10e-07 - 4.60e-06 - 300 0.30303 3.10e-07 - 4.60e-06 - 300 0.19219

80 6.95e-09 5.48 1.62e-07 4.82 372 1.4035 6.95e-09 5.48 1.62e-07 4.82 372 0.56225

160 1.19e-10 5.85 1.78e-09 6.51 468 7.0361 1.19e-10 5.85 1.78e-09 6.51 468 2.2295

320 3.26e-12 5.20 8.67e-12 7.68 612 32.526 3.26e-12 5.20 8.67e-12 7.68 624 10.4386

described as

Γ=

{
(x,y) :

√
x2+y2=0.5, if x<0 or y<0

}
∪
{
(x,0) : 0≤ x≤0.5

}
∪
{
(0,y) : 0≤y≤0.5

}
.

The exact solution is still the distance function to Γ. Singularities appear at the two cor-
ners in Γ, which give rise to both shock and rarefaction wave in the solution.

The Godunov numerical Hamiltonian is used. We measure the errors in smooth re-
gions inside the box of [−1.9,1.9]2 with x≤0 or y≤0, and outside the box [−0.5,0.5]2. The
surface and contour of the numerical solution by FE-FSM are shown in Fig. 6. The numer-
ical errors and orders of convergence are shown in Table 6. Again, we observe that the
FE-Jacobi method requires the smaller CFL number of value 0.1, the other three schemes
can take a lager CFL number, and the fast sweeping technique can improve the conver-
gence of the Jacobi scheme. On the same refined mesh, we can see that the RK-FSM only
takes about the 50% CPU time of the RK-Jacobi scheme. Furthermore, the FE-FSM costs
even less CPU time than RK-FSM. The numerical results with the hybrid strategy can be
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Table 6: Example 3.5. Comparison of the four methods: The errors of the numerical solution, the accuracy
obtained and the number of iterations for convergence.

FE-Jacobi γ=0.1 FE-Jacobi γ=0.1 with hybrid strategy

N L1 error order L∞ error order iter time L1 error order L∞ error order iter time

40 1.12e-06 - 1.61e-05 - 1338 0.81886 1.12e-06 - 1.61e-05 - 1338 0.72088

80 4.28e-08 4.71 1.08e-06 3.89 1978 5.7302 4.28e-08 4.71 1.08e-06 3.89 1978 2.8225

160 1.05e-09 5.33 3.93e-08 4.78 3182 41.18 1.05e-09 5.33 3.93e-08 4.78 3183 14.5589

320 2.11e-11 5.64 4.44e-10 6.46 5530 323.1253 - - - - - -

FE-FSM γ=1 FE-FSM γ=1 with hybrid strategy

N L1 error order L∞ error order iter time L1 error order L∞ error order iter time

40 1.12e-06 - 1.61e-05 - 236 0.13161 1.12e-06 - 1.61e-05 - 236 0.11094

80 4.28e-08 4.71 1.08e-06 3.89 264 0.72234 4.28e-08 4.71 1.08e-06 3.89 244 0.30641

160 1.05e-09 5.33 3.93e-08 4.78 296 3.5751 1.05e-09 5.33 3.93e-08 4.78 292 1.1575

320 2.11e-11 5.64 4.44e-10 6.46 444 25.457 2.11e-11 5.64 4.44e-10 6.46 396 6.0395

RK-Jacobi γ=1 RK-Jacobi γ=1 with hybrid strategy

N L1 error order L∞ error order iter time L1 error order L∞ error order iter time

40 1.12e-06 - 1.61e-05 - 327 0.23457 1.12e-06 - 1.61e-05 - 327 0.16019

80 4.28e-08 4.71 1.08e-06 3.89 438 1.3605 4.28e-08 4.710 1.08e-06 3.89 438 0.68153

160 1.05e-09 5.33 3.93e-08 4.78 732 10.2797 1.05e-09 5.33 3.93e-08 4.78 732 3.3886

320 2.11e-11 5.64 4.44e-10 6.46 1311 75.9122 2.11e-11 5.64 4.44e-10 6.46 1311 22.6901

RK-FSM γ=1 RK-FSM γ=1 with hybrid strategy

N L1 error order L∞ error order iter time L1 error order L∞ error order iter time

40 1.12e-06 - 1.61e-05 - 288 0.16363 1.12e-06 - 1.61e-05 - 300 0.13274

80 4.28e-08 4.71 1.08e-06 3.89 360 1.0679 4.28e-08 4.71 1.08e-06 3.89 372 0.44366

160 1.05e-09 5.33 3.93e-08 4.78 468 5.6948 1.05e-09 5.33 3.93e-08 4.78 480 2.0111

320 2.11e-11 5.64 4.44e-10 6.46 648 36.3658 2.11e-11 5.64 4.44e-10 6.46 624 8.9956
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Figure 6: Example 3.5. The numerical solution by FE-FSM on mesh N= 80. Left: the 3D plot of numerical
solution φ; Right: the contour plot for φ.

seen on the right side of Table 6, which suggests that the hybrid strategy can save 60%-
75% CPU time on refined mesh. As the previous examples, the FE-FSM is more efficient
scheme for the example, and the hybrid strategy can further reduce the computational
cost.
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Example 3.6. In this test, we solve the Eikonal equation with

f (x,y)=2π
√

[cos(2πx)sin(2πy)]2+[sin(2πx)cos(2πy)]2.

The computational domain is set as Ω = [0,1]2, and the inflow boundary condition is
given by Γ={( 1

4 , 1
4 ),(

3
4 , 3

4),(
1
4 , 3

4),(
3
4 , 1

4),(
1
2 , 1

2)}, consisting of five isolated points. φ(x,y)=0
is prescribed at the boundary of the unit square. The exact solution of this problem is
the shape function [36]. Two cases are considered here, based on different boundary
conditions.

Case (a):

g

(
1

4
,
1

4

)
= g

(
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4
,
3

4

)
=1, g

(
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4
,
3

4

)
= g

(
3

4
,
1

4

)
=−1, g

(
1

2
,
1

2

)
=0,

with the exact solution being

φ(x,y)=sin(2πx)sin(2πy);

Case (b):

g

(
1

4
,
1

4

)
= g

(
3

4
,
3

4

)
= g

(
1

4
,
3

4

)
= g

(
3

4
,
1

4

)
=1, g

(
1

2
,
1

2

)
=2,

with the exact solution being

φ(x,y)=

{
max(|sin(2πx)sin(2πy)|,1+cos(2πx)cos(2πy)), if |x+y−1|< 1

2 and |x−y|< 1
2 ,

|sin(2πx)sin(2πy)|, otherwise,

which is not smooth.
Due to the singularity of these point sources, the exact solutions are placed in a small

box with a length 2h around these isolated points in both test cases. The Godunov nu-
merical Hamiltonian is used in this test.

For the case (a), Fig. 7 shows the surface and contour of numerical solution by FE-
FSM. The numerical errors and orders of convergence of four methods are listed in Table
7. We can observe that the fifth order accuracy can be obtained, and the same behavior as
the previous examples can be observe for these four schemes. On the same refined mesh,
we can see that the RK-FSM only takes about 50% CPU time of the RK-Jacobi scheme,
furthermore, the FE-FSM costs even less CPU time than RK-FSM. In addition, when the
fast sweeping technique is used, the FE-FSM can now use a larger CFL number than FE-
Jacobi scheme. The numerical results after the hybrid strategy is used can be seen on the
right side of Table 7, which suggests that the hybrid strategy can save 50%−75% of the
CPU time on the refined mesh.

In Fig. 9, we plot the iteration numbers for different γ on the fixed mesh N = 160.
The term “N.C.” refers to the “not convergent” case, as defined above. We can observe
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Table 7: Example 3.6. Case (a). Comparison of the four methods: The errors of the numerical solution, the
accuracy obtained and the number of iterations for convergence.

FE-Jacobi γ=0.1 FE-Jacobi γ=0.1 with hybrid strategy

N L1 error order L∞ error order iter time L1 error order L∞ error order iter time

40 7.46e-08 - 3.55e-07 - 1519 1.3384 7.46e-08 - 3.54e-07 - 1526 1.7981

80 3.41e-09 4.45 1.49e-08 4.56 1974 7.7447 3.41e-09 4.45 1.49e-08 4.56 1974 8.0321

160 - - - - - - - - - - - -

320 - - - - - - - - - - - -

FE-FSM γ=1 FE-FSM γ=1 with hybrid strategy

N L1 error order L∞ error order iter time L1 error order L∞ error order iter time

40 7.46e-08 - 3.54e-07 - 216 0.29623 7.46e-08 - 3.54e-07 - 216 0.15314

80 3.41e-09 4.45 1.49e-08 4.56 244 0.8919 3.41e-09 4.45 1.49e-08 4.56 244 0.53176

160 1.09e-10 4.96 4.67e-10 5.00 288 4.4203 1.09e-10 4.96 4.67e-10 5.00 288 2.1206

320 3.46e-12 4.98 1.45e-11 5.00 372 24.2263 3.46e-12 4.98 1.45e-11 5.00 372 9.6624

RK-Jacobi γ=1 RK-Jacobi γ=1 with hybrid strategy

N L1 error order L∞ error order iter time L1 error order L∞ error order iter time

40 7.46e-08 - 3.56e-07 - 417 0.34677 7.46e-08 - 3.56e-07 - 417 0.33492

80 3.41e-09 4.45 1.49e-08 4.57 501 1.9144 3.41e-09 4.45 1.49e-08 4.57 501 1.2738

160 1.09e-10 4.96 4.67e-10 5.00 771 12.7353 1.09e-10 4.96 4.67e-10 5.00 771 6.5294

320 3.49e-12 4.97 6.73e-11 2.79 1392 97.0302 3.49e-12 4.97 6.74e-11 2.79 1392 45.1382

RK-FSM γ=1 RK-FSM γ=1 with hybrid strategy

N L1 error order L∞ error order iter time L1 error order L∞ error order iter time

40 7.46e-08 - 3.55e-07 - 324 0.37401 7.46e-08 - 3.56e-07 - 324 0.20401

80 3.41e-09 4.45 1.49e-08 4.56 372 1.4448 3.41e-09 4.45 1.50e-08 4.57 372 0.66739

160 1.09e-10 4.96 4.67e-10 5.00 468 7.4771 1.09e-10 4.96 4.67e-10 5.00 468 2.5455

320 3.46e-12 4.98 1.45e-11 5.00 636 41.7842 3.47e-12 4.98 1.45e-11 5.00 636 11.4085
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Figure 7: Example 3.6. Case (a). The numerical solution by FE-FSM on mesh N = 80. Left: the 3D plot of
numerical solution φ; Right: the contour plot for φ.

the optimal “γ = 1.44” for both schemes. Under the optimal γ= 1.44, the FE-FSM still
converges faster than the RK-FSM.

For case (b), Fig. 8 shows the surface and contour of numerical solution by FE-FSM.
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Table 8: Example 3.6. Case (b). Comparison of the four methods: The errors of the numerical solution, the
accuracy obtained and the number of iterations for convergence.

FE-Jacobi γ=0.1 FE-Jacobi γ=0.1 with hybrid strategy

N L1 error order L∞ error order iter time L1 error order L∞ error order iter time

40 2.08e-04 - 1.39e-03 - 1528 1.325 2.13e-04 - 1.37e-03 - 1527 1.6133

80 6.69e-05 1.63 5.75e-04 1.27 1907 7.5108 6.70e-05 1.67 5.74e-04 1.26 1905 7.2127

160 1.82e-05 1.87 2.03e-04 1.50 2992 49.5382 1.82e-05 1.87 2.03e-04 1.49 2992 43.7957

320 - - - - - - - - - - - -

FE-FSM γ=1 FE-FSM γ=1 with hybrid strategy

N L1 error order L∞ error order iter time L1 error order L∞ error order iter time

40 2.08e-04 - 1.41e-03 - 212 0.23206 2.14e-04 - 1.40e-03 - 212 0.19333

80 6.72e-05 1.63 5.79e-04 1.29 240 0.88731 6.73e-05 1.66 5.79e-04 1.27 240 0.56582

160 1.83e-05 1.87 2.04e-04 1.50 284 4.3167 1.83e-05 1.87 2.04e-04 1.50 284 1.8842

320 4.78e-06 1.93 6.51e-05 1.64 360 22.9094 4.78e-06 1.93 6.51e-05 1.64 360 8.9642

RK-Jacobi γ=1 RK-Jacobi γ=1 with hybrid strategy

N L1 error order L∞ error order iter time L1 error order L∞ error order iter time

40 2.08e-04 - 1.38e-03 - 402 0.38608 2.13e-04 - 1.37e-03 - 396 0.37579

80 6.69e-05 1.63 5.74e-04 1.27 456 1.7332 6.70e-05 1.67 5.75e-04 1.25 456 1.0565

160 1.82e-05 1.87 2.03e-04 1.49 756 12.0887 1.82e-05 1.87 2.03e-04 1.50 756 6.0166

320 4.76e-06 1.93 6.49e-05 1.64 1380 94.8398 4.76e-06 1.93 6.49e-05 1.64 1380 43.1701

RK-FSM γ=1 RK-FSM γ=1 with hybrid strategy

N L1 error order L∞ error order iter time L1 error order L∞ error order iter time

40 2.08e-04 - 1.41e-03 - 324 0.36728 2.14e-04 - 1.40e-03 - 324 0.22781

80 6.72e-05 1.63 5.79e-04 1.29 372 1.4231 6.73e-05 1.66 5.79e-04 1.27 372 0.59763

160 1.83e-05 1.87 2.04e-04 1.50 456 7.1213 1.83e-05 1.87 2.04e-04 1.50 456 2.1953

320 4.78e-06 1.93 6.51e-05 1.64 612 39.3192 4.78e-06 1.93 6.51e-05 1.64 612 10.2167
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Figure 8: Example 3.6. Case (b). The numerical solution by FE-FSM on mesh N= 80. Left: the 3D plot of
numerical solution φ; Right: the contour plot for φ.

The numerical errors and orders of convergence are listed in Table 8. Due to the non-
smoothness of the exact solution, we can only achieve second order accuracy. Again, the
same behavior as the previous examples can be observe for these four methods.
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Figure 9: Example 3.6. Case (a). the iteration numbers vs γ of FS-FSM and RK-FSM on mesh N = 160.
“N.C.” represents the “not convergent” case. Left: two schemes, γ∈ [0.6,1.6] with ∆γ=0.05; Middle: FS-FSM
in the zoom-in region of γ∈[1.35,1.45] with ∆γ=0.005; Right: RK-FSM in the zoom-in region of γ∈[1.35,1.45]
with ∆γ=0.005.

Example 3.7. We solve the Eikonal equation with

f (x,y)=2
√

y2(1−x2)2+x2(1−y2)2.

The computational domain is Ω=[−1,1]2, and the inflow boundary is the whole outside
boundary of the box [−1,1]2, namely Γ={(x,y)||x|=1 or |y|=1}. The boundary condition
φ(x,y) = 0 is prescribed on Γ, and an additional boundary condition φ(0,0) = 1 is also
prescribed at the center of domain. The exact solutions is given by

φ(x,y)=(1−x2)(1−y2).

The exact values are arranged in a small box with length 3h around the point (0,0). The
errors are measured on the whole domain.

Since the exact solution is a bi-quadratic polynomial, the proposed fifth order
HWENO method can recover the exact solution, and the round-off errors can be ob-
served, as shown in Table 9. We can also observe that the fast sweeping technique can
improve the convergence of the Jacobi scheme. On the same refined mesh, the RK-FSM
only takes about 40% CPU time of the RK-Jacobi scheme, and the FE-FSM costs even less
CPU time than RK-FSM. The numerical results after the hybrid strategy is used can be
seen on the right side of Table 9, which suggests that the hybrid strategy can save about
80% of the CPU time on the refined mesh.

Example 3.8. The travel-time problem in elastic wave propagation is considered in this
example. The quasi-P and the quasi-SV slowness surfaces are defined as follows [16]

c1φ4
x+c2φ2

xφ2
y+c3φ4

y+c4φ2
x+c5φ2

y+1=0,

where

c1= a11a44, c2= a11a33+a2
44−(a13+a44)

2,

c3= a33a44, c4=−(a11+a44), c5=−(a33+a44),
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Table 9: Example 3.7. Comparison of the four methods: The errors of the numerical solution, the accuracy
obtained and the number of iterations for convergence.

FE-Jacobi γ=0.1 FE-Jacobi γ=0.1 with hybrid strategy

N L1 error L∞ error iter time L1 error L∞ error iter time

40 1.05e-14 3.15e-13 1547 1.4301 1.05e-14 3.15e-13 1547 0.5632

80 9.90e-15 8.99e-13 1850 6.9849 9.73e-15 9.00e-13 1850 1.8203

160 9.85e-15 1.58e-12 3016 51.576 8.71e-15 1.42e-12 3019 10.1809

320 1.04e-14 4.06e-12 5559 428.72 9.51e-15 4.08e-12 5559 89.2658

FE-FSM γ=1 FE-FSM γ=1 with hybrid strategy

N L1 error L∞ error iter time L1 error L∞ error iter time

40 4.69e-16 8.32e-15 212 0.2448 3.49e-16 7.54e-15 212 0.1366

80 8.31e-16 3.48e-14 236 0.8822 3.73e-16 3.68e-14 236 0.3952

160 1.51e-15 1.21e-13 284 4.5492 4.01e-16 1.17e-13 284 0.8534

320 2.64e-15 1.10e-13 376 25.933 3.62e-16 1.16e-13 376 4.2301

RK-Jacobi γ=1 RK-Jacobi γ=1 with hybrid strategy

N L1 error L∞ error iter time L1 error L∞ error iter time

40 1.12e-15 4.96e-14 393 0.4107 1.00e-15 3.49e-14 402 0.2235

80 6.93e-15 6.47e-13 477 1.8100 7.96e-15 6.73e-13 474 0.64002

160 2.62e-15 1.21e-12 741 12.404 3.03e-15 1.22e-12 741 2.6417

320 3.37e-15 5.18e-12 1356 101.06 4.50e-15 5.20e-12 1356 20.7209

RK-FSM γ=1 RK-FSM γ=1 with hybrid strategy

N L1 error L∞ error iter time L1 error L∞ error iter time

40 4.32e-16 8.10e-15 324 0.3867 3.22e-16 8.54e-15 324 0.1814

80 8.51e-16 3.87e-14 360 1.3585 3.91e-16 4.09e-14 360 0.3997

160 1.72e-15 2.24e-13 444 7.1011 6.35e-16 2.18e-13 444 1.2264

320 2.76e-15 2.14e-13 612 41.072 5.05e-16 2.27e-13 612 6.576

in which ai,j are given elastic parameters. The quasi-P wave Eikonal equation is

√

−1

2
(c4φ2

x+c5φ2
y)+

√
1

4
(c4φ2

x+c5φ2
y)

2−(c1φ4
x+c2φ2

xφ2
y+c3φ4

y)=1,

which is a convex HJ equation, and the elastic parameters are taken to be

a11 =15.0638, a33 =10.8373, a13 =1.6381, a44 =3.1258.

The corresponding quasi-SV wave Eikonal equation is given by

√

−1

2
(c4φ2

x+c5φ2
y)−

√
1

4
(c4φ2

x+c5φ2
y)

2−(c1φ4
x+c2φ2

xφ2
y+c3φ4

y)=1,
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Figure 10: Example 3.8. P-wave. The numerical solution by FE-FSM on mesh N= 80. Left: the 3D plot of
numerical solution φ; Right: the contour plot for φ.

which is a nonconvex HJ equation, and the elastic parameters are taken to be

a11 =15.90, a33 =6.21, a13 =4.82, a44=4.00.

The computational domain is set as Ω = [−1,1]2, and the inflow boundary is given by
Γ = (0,0). Exact values are assigned in a small box with length 0.3 around the source
point. Because these Hamiltonians are in complicated forms, we use the LF numerical
Hamiltonian for both equations. In addition, since we only know the numerical solution
of φ, the “exact solution” of u and v on Category I will be obtained by fifth order WENO
reconstruction.

For the P-wave equation, the surface and contour of numerical solution by FE-FSM
are shown in Fig. 10. The numerical errors and orders of convergence are presented in
Table 10 for four methods. We can observe that the FE-Jacobi method requires the smaller
CFL number of value 0.1. When the third order RK time discretization is used, the RK-
Jacobi scheme can take a larger CFL number of value 1. Also, the number of iterations of
RK-Jacobi method is smaller than FE-Jacobi method on the same mesh. The fast sweeping
technique can improve the convergence of the Jacobi scheme. On the same refined mesh,
we can see that the RK-FSM only takes about 50% CPU time of the RK-Jacobi scheme.
Furthermore, the FE-FSM costs even less CPU time than RK-FSM. The numerical results
after the hybrid strategy is used can be seen on the right side of Table 10, which suggests
that the hybrid strategy can save 50% of the CPU time on the refined mesh.

For the SV-wave equation, Fig. 11 shows the surface and contour of numerical solu-
tion by FE-FSM. The numerical errors and orders of convergence are listed in Table 11 for
four methods. Again, the FE-FSM performs the best out of these four methods, and the
hybrid strategy can further reduce the computational cost.

4 Conclusion remark

In this paper, we design a fifth order HWENO fixed-point fast sweeping method for solv-
ing the static HJ equations, by combining the fixed-point iteration with the fast sweep-
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Table 10: Example 3.8. P-wave. Comparison of the four methods: The errors of the numerical solution, the
accuracy obtained and the number of iterations for convergence.

FE-Jacobi γ=0.1 FE-Jacobi γ=0.1 with hybrid strategy

N L1 error order L∞ error order iter time L1 error order L∞ error order iter time

40 4.77e-06 - 3.95e-05 - 1469 2.1388 4.77e-06 - 3.95e-05 - 1463 2.0531

80 2.07e-07 4.52 2.25e-06 4.13 1781 9.9557 2.07e-07 4.52 2.25e-06 4.13 1938 9.4128

160 7.05e-09 4.87 8.09e-08 4.79 2778 61.2665 7.05e-09 4.87 8.09e-08 4.79 2941 57.1844

320 2.29e-10 4.93 2.61e-09 4.95 4785 435.3249 2.29e-10 4.93 2.61e-09 4.95 4856 391.72

FE-FSM γ=1 FE-FSM γ=1 with hybrid strategy

N L1 error order L∞ error order iter time L1 error order L∞ error order iter time

40 4.77e-06 - 3.95e-05 - 184 0.24145 4.77e-06 - 3.95e-05 - 184 0.1427

80 2.07e-07 4.52 2.25e-06 4.13 216 1.1029 2.07e-07 4.52 2.25e-06 4.13 212 0.54758

160 7.05e-09 4.87 8.09e-08 4.79 272 5.6603 7.05e-09 4.87 8.09e-08 4.79 272 2.8627

320 2.29e-10 4.93 2.61e-09 4.95 376 30.9783 2.29e-10 4.93 2.61e-09 4.95 400 15.4856

RK-Jacobi γ=1 RK-Jacobi γ=1 with hybrid strategy

N L1 error order L∞ error order iter time L1 error order L∞ error order iter time

40 4.77e-06 - 3.95e-05 - 429 0.5894 4.78e-06 - 3.95e-05 - 429 0.42699

80 2.07e-07 4.52 2.25e-06 4.13 495 2.6246 2.07e-07 4.52 2.25e-06 4.13 498 1.7419

160 7.05e-09 4.87 8.09e-08 4.79 738 15.6503 7.05e-09 4.87 8.09e-08 4.79 723 7.9175

320 2.29e-10 4.93 2.61e-09 4.95 1296 112.4767 2.29e-10 4.93 2.61e-09 4.95 1296 56.0106

RK-FSM γ=1 RK-FSM γ=1 with hybrid strategy

N L1 error order L∞ error order iter time L1 error order L∞ error order iter time

40 4.77e-06 - 3.95e-05 - 300 0.3865 4.77e-06 - 3.95e-05 - 300 0.2366

80 2.07e-07 4.52 2.25e-06 4.13 336 1.6854 2.07e-07 4.52 2.25e-06 4.13 336 0.9660

160 7.05e-09 4.87 8.09e-08 4.79 420 8.638 7.05e-09 4.87 8.09e-08 4.79 420 4.2972

320 2.29e-10 4.93 2.61e-09 4.95 612 48.9773 2.29e-10 4.93 2.61e-09 4.95 612 24.5722
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Figure 11: Example 3.8. SV-wave. The numerical solution by FE-FSM on mesh N=80. Left: the 3D plot of
numerical solution φ; Right: the contour plot for φ.

ing strategy in a novel HWENO framework. The numerical study suggests that the fast
sweeping technique can greatly improve the stability of the high-order spatial scheme.
We presented a large number of numerical experiments to test four different methods,
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Table 11: Example 3.8. SV-wave. Comparison of the four methods: The errors of the numerical solution, the
accuracy obtained and the number of iterations for convergence.

FE-Jacobi γ=0.1 FE-Jacobi γ=0.1 with hybrid strategy

N L1 error order L∞ error order iter time L1 error order L∞ error order iter time

80 1.00e-06 - 1.65e-05 - 1891 9.7947 1.01e-06 - 1.65e-05 - 1967 9.3438

160 2.58e-08 5.28 1.03e-06 4.00 2865 59.192 2.59e-08 5.28 1.03e-06 3.99 2974 55.317

320 1.08e-10 7.89 1.15e-08 6.48 4995 415.46 1.09e-10 7.89 1.15e-08 6.49 4999 384.21

FE-FSM γ=0.9 FE-FSM γ=0.9 with hybrid strategy

N L1 error order L∞ error order iter time L1 error order L∞ error order iter time

80 9.63e-07 - 1.60e-05 - 284 1.5094 8.61e-07 - 2.19e-05 - 272 0.75179

160 1.95e-08 5.61 8.97e-07 4.15 368 7.6795 2.25e-08 5.25 1.44e-06 3.92 312 2.959

320 6.37e-11 8.26 9.12e-09 6.61 448 35.524 7.85e-11 8.16 7.90e-09 7.51 452 17.488

RK-Jacobi γ=0.9 RK-Jacobi γ=0.9 with hybrid strategy

N L1 error order L∞ error order iter time L1 error order L∞ error order iter time

80 1.00e-06 - 1.65e-05 - 567 3.1826 9.27e-07 -Inf 1.60e-05 - 570 2.2798

160 2.58e-08 5.28 1.03e-06 4.00 855 18.276 2.191-08 5.40 9.80e-07 4.03 846 8.9459

320 1.08e-10 7.89 1.15e-08 6.48 1476 125.21 9.06e-11 7.91 1.12e-08 6.44 1467 60.973

RK-FSM γ=0.9 RK-FSM γ=0.9 with hybrid strategy

N L1 error order L∞ error order iter time L1 error order L∞ error order iter time

80 9.51e-07 - 1.50e-05 - 360 1.8518 9.17e-07 - 1.65e-05 - 552 1.7596

160 2.10e-08 5.49 9.78e-07 3.9473 480 9.5202 2.66e-08 5.10 1.21e-06 3.76 480 4.6605

320 6.60e-11 8.31 1.00e-08 6.604 720 57.929 8.52e-11 8.28 1.08e-08 6.79 720 27.38

including FE method and RK time marching method, and the methods combined with
fast sweeping technique. Numerical results show that the FE time-marching method with
fast sweeping technique is the most effective method to solve the static HJ equations. In
addition, a hybrid strategy which combines both linear and HWENO reconstruction is
also proposed and tested, which yields additional savings in computational time.
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