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Abstract. In this paper, a fairly simple 3D immersed interface method based on the
CG-Uzawa type method and the level set representation of the interface is employed
for solving three-dimensional Stokes flow with singular forces along the interface. The
method is to apply the Taylor’s expansions only along the normal direction and in-
corporate the jump conditions up to the second normal derivatives into the finite dif-
ference schemes. A second order geometric iteration algorithm is employed for com-
puting orthogonal projections on the surface with third-order accuracy. The Stokes
equations are discretized involving the correction terms on staggered grids and then
solved by the conjugate gradient Uzawa type method. The major advantages of the
present method are the special simplicity, the ability in handling the Dirichlet bound-
ary conditions, and no need of the pressure boundary condition. The method can
also preserve the volume conservation and the discrete divergence free condition very
well. The numerical results show that the proposed method is second order accurate
and efficient.
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1 Introduction
Numerical simulations for the interface problems have become one of the hot topics in
computational fluid mechanics because these problems have important practical impli-

cations in many applications in physics and biology. The challenges for flow problems
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with moving interfaces are how to track and evolve the motion of the interface accu-
rately, how to conserve the volume of the enclosed interface well, and how to preserve
the discrete divergence free constraint well. This paper will focus on three-dimensional
incompressible viscous Stokes flows in a Cartesian grid. C.Peskin proposed an immersed
boundary method (IB-Method) which is originally aimed at the fluid dynamics of blood
flow in [24,25]. This method converts the complex structure of the interface into the force
source terms in the momentum equations in Cartesian grid and applies these forces to
grid points near the interface. More precisely, they track the interface with the front-
tracking method which has better volume conservation than level-set method, but there
are still some problems in three-dimensional case. In the past few decades the IB-Method
was widely applied to many other problems such as biofilm processes and biomechan-
ics, see [3,11,23,26] for a detail. And there are some other Cartesian grid methods such
as[1,2,4,5,7,15,35] which have been proposed for the interface problem. This series of ap-
proaches involve the methods such as spectral method, finite volume method and finite
element method. LeVeque employed the implicit immersed boundary method to simu-
late viscous incompressible flows with immerse elastic membranes for three-dimensional
problem [14] in 2009. IB-Method is very efficient but it doesn’t achieve global second or-
der spatial accuracy in general. About the analysis for convergence, the interested readers
are referred to the references [42,43].

Alternative method to solve the interface problem is immersed interface method (IIM)
which was originally proposed for elliptic interface problem by Li and LeVeque [16]. A
standard five-point central finite difference scheme is used at the points away from the
interface in IIM. For the points near the interface the correction terms computed from the
jump conditions are incorporated to the difference scheme. So that the accuracy can be
guaranteed in the whole domain. The most significant advantage of the IIM is that it can
achieve global second order accuracy [19,34]. Then the IIM was applied to Stokes and
Navier-Stokes flows in [17,22]. In [18], a fast iterative IIM for elliptic interface problem
with discontinuous coefficient was proposed. The core idea of this fast algorithm is to in-
troduce an augmented variable. The GMRES iterative method was adopted to compute
the augmented variable. Later on, the fast algorithm was extended to Stokes equations
with continuous viscosity in [33] and discontinuous viscosity in [21]. A detail overview
of IIM can be found in [20]. In recent years, a coupled immersed interface and level
set method for three-dimensional steady Stokes equations has been proposed in [37]. In
this method the Stokes equations were divided into two Poisson systems, one for the
velocity field and the other for the pressure field. As discussed in [27], the boundary
conditions for pressure should be considered. For testing purpose the Dirichlet and Neu-
mann boundary conditions have been used. But there are some additional conditions for
pressure.

Recently, Lai proposed a simple version of IIM [13] for Stokes equations in 2D, which
applies the Taylor expansion only along the normal direction and then incorporates the
correction terms into the difference scheme. Fewer jump conditions are required when
computing the correction terms compared to the original IIM, which leads to fairly sim-
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ple implementation and great advantages especially in 3D case. But in the process of
actual numerical simulations, the accuracy of orthogonal projection points should be
more accurate. The numerical results show that this Stokes solver based on simplified
IIM can produce second order solutions for velocity. However the Stokes solver pro-
posed by Lai is based on the method which decomposes the Stokes equations into sev-
eral separate Poisson systems. The boundary conditions for pressure field need to be
considered. Alternative method to compute pressure field in Stokes equations is Uzawa
type method. Tau [32] applied a CG Uzawa type method in two-dimensional and three-
dimensional steady Stokes equations in a continuous domain. This solver was applied
to two-dimensional Stokes equations with interface based on IIM in [30] and [29] by Tan.
And they further extend their work into two-phase flows in [31]. The Uzawa type method
can reach second order accuracy for both velocity and pressure. And the iteration pro-
cess is quite efficient. Later the simplified IIM was extended to electrohydrodynamic
simulations in [9, 38].

Some works for three-dimensional flow problems have been proposed over last few
years, e.g. LeVeque [14], they consider an implicit IB-method simulating viscous incom-
pressible flows with immerse elastic membranes. The necessary Cartesian jump condi-
tions computed from given principal jump conditions are discussed in [40] based on tri-
angular mesh representation of an interface. And IB-method is applied to do simulation
of elastic capsules in three-dimensional shear flows in [10].

The main purpose of this paper is to apply the simple version of IIM to three-
dimensional Stokes equations with immersed interface. The algorithm couples a level-
set representation of the interface. A CG Uzawa type method similar to that mentioned
in [32] on a MAC staggered grid for Stokes equations is applied, where the number of CG
iteration is independent of the mesh size. Thus the 3D IIM Stokes solver proposed here
is very efficient. The gradient and divergence of both velocity and pressure can be easily
evaluated with the staggered grid. The present method avoids considering the boundary
conditions for pressure and is very flexible for solving different types of flow boundary
conditions. And the method can also preserve well volume conservation and discrete di-
vergence free condition. Although the particular interest in this work is focused on steady
Stokes flows with interfaces, it is fairly straightforward to extend the proposed solver for
almost all other types of fluid flows (such as the 3D unsteady Stokes equations, the 3D
steady Navier-Stokes equations and the 3D unsteady Navier-Stokes equations) with in-
terfaces and singular forces, which only needs a simple extension from the present Stokes
solver to the efficient generalized Stokes solver or the Navier-Stokes solver. So the pro-
posed method is also flexible for different types of incompressible viscous flow problems
with interfaces and singular forces. The above advantages mentioned especially in fairly
simple implement make the application of the method more general. Another contribu-
tion of this work is to devise a second order geometric iteration algorithm for computing
orthogonal projections on the surface with third-order accuracy of projections referring
to the exact orthogonal projections. The numerical results show that the overall scheme
is indeed second order accurate. As for the time step, a 5th WENO and 3rd TVD-RK
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method is used to move the interface and reinitialize the level-set function. Jump condi-
tions for pressure and velocity in three-dimensional case are derived in [12].

An outline of this paper is as follow. In Section 2, a solver for three-dimensional Pois-
son equations with an interface using simple IIM will be presented. The Stokes equations
with an immersed interface is presented in Section 3. The jump conditions across the in-
terface for Stokes flows are given in Section 4. The numerical algorithm are presented in
Section 5. Some numerical results are shown in Section 6 and some conclusions are given
in Section 7.

2 A simple 3D IIM Poisson solver

2.1 Summary of the simple 3D IIM Poisson solver

In order to describe the implement of a simple 3D IIM, the 3D Poisson equation on a
computational domain () with an immersed interface I is considered. The interface I
divides the domain into two regions Q" and Q™ with Q=Q"UTUQ ", where Q' is used
to express the exterior region of the interface, and ()~ is enclosed by the interface. The
Poisson interface problem can be written as

Au=g, nQO\T, (2.1)
(U] =w, B—:{J =y, onT, (2.2)
u=up, onoaQ). (2.3)

The right hand side term ¢ may have a finite jump across the interface I'. Here w and ¢
are the known functions defined only on the interface I', and n is the unit normal vector
pointing to O side. The jump [u] is defined as the difference of the limiting value of u
from O to O~ sides.

Different from classical IIM [16] making the Taylor expansion along each axis direc-
tion, an extension of the simple 2D IIM in [13] to 3D case is employed in this work. Let in-
troduce an uniform Cartesian grid in () with the mesh width h=Ax=Ay=Az, and denote
u;;x as the discretized solution at the grid point x; ;= (Xmin 1, Ymin + 1, Zmin +kh). As
described in [6], the grid point is classified as either a regular point or an irregular point.
A standard seven-point difference scheme is used at regular points, while a correction
term is added to the finite difference scheme at an irregular point. In order to maintain
second order spatial accuracy in the solution, the correction term, which depends on the
jumps [u] and [9%], will be obtained below.

Without loss of generality, it is assumed that x; is an irregular point inside the inter-
face, while the grid points x; 1, X ;1 and x; ;1 are outside the interface, as shown in
Fig. 1. Then the seven-point finite difference scheme for Laplacian equation at x; ;x can



W. Wang and Z. Tan / Commun. Comput. Phys., 30 (2021), pp. 227-254 231

Figure 1: The point Ujjk and its six adjacent points. The dotted line is used to show the points inside the
interface, while the solid line is used to show the points outside the interface.

be written as
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= Aui,j,k — C{Aui,j,k} +0 (h ) =8ijk— C{Aui,j,k} +0O (h ) , (2.4)

where C{Au;;;} = —hl—z (uf_ljk+uf]-+1 k+”ijk—1) is the correction term for discretizing

Laplacian at an irregular point (i,j,k). The above symbol u~ is used for the points inside
the interface, while u™ for the points outside the interface. So the value u;" jx 1s the real

value of u at the grid point (i—1,j,k). Letu; , ; be defined as the ghost value of u at
the grid point (i—1,j,k), Uitk and Uik are defined in the same way. The ghost value
can be regarded as an extension from the inside of the interface to the outside. Let X, be
the orthogonal projection of x; 1 ;x on the interface, and denote d as the signed distance
from x; 1 to X.. By applying the Taylors expansion along the normal direction at X,
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the correction term u_, j can be derived as

c T
Witk =Wim1je— Hic1jk

oulf d?o*u;t ou; d*o*u;
_ + * w * 3 o — * - * 3
= (u* +d n T2 o +0O(h )> <u* +d n "7 o2 +O(h ))
ou d? [9?u 3
_[u]x*—l—d[g]){*—k? [W]X*Jro(h ). (2.5)

The orthogonal projection X, of grid point on the interface can be found in a way similar
to that in [20].

Note the relationship between the surface Laplacian (V2= (I-n®n)V]-[(I-n®n)V))
and the Laplacian (A) of an arbitrary scalar function § mentioned in [39], i.e., Ag=V2q+

2
Kg—z + %, where k=2H =V n, and H is the mean curvature, thus the jump in the second

normal derivative of u at projection point X, (i.e., [%} . ) can be written as
0%u ou 2
5] =l e 5] Rl 26

Here V2[u]x, can be computed using the least squares interpolation in [6]. The correction
term uf§_; j can be further written as

2
ap=lird|n] +5 ([8]x* o —vim) +O(F). @)

The correction terms uf]. 1

sulting linear system in Eq. (2.4) can be efficiently solved by some fast Poisson solvers
like Fishpack [28].

g and uj;, , can be derived in a similar way. Finally, the re-

2.2 Aniteration method for orthogonal projections on the surface

In this work, the necessary orthogonal projections of irregular grid points on the surface
need to be computed when applying Taylor expansion along the normal direction. An
approximate orthogonal projection method in [20] is employed to find the approximate
orthogonal projection point ijk = (X;,Y},Z) on the surface at an irregular grid point
Xijk = (Xi,;,2k), which is obtained by solving the following quadratic equation for a:

1
0=¢ (X?}k> = ¢ (X +ap) ~ ¢ (xijx) +| Vo (xi) |a+ > (PTHe (o (xi)) P) o’ (28)

Here p=V¢;i/ |V ¢iji| is the normal of the level set and He(¢(x;j)) is the Hessian ma-
trix at x;j, respectively, which are computed using the standard central finite difference
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Figure 2: Description of geometric iteration method: P is the irregular point, and X* is the orthogonal projection
point; go is initial guess; n and s are the normal direction and tangential direction of surface at point g,
respectively.

scheme. The computed projections are typically on the surface with third-order accuracy:.
By applying the approximate orthogonal projection method, the classical IIM can achieve
satisfactory second-order accuracy with using the general Taylor expansion. However, it
should be pointed that the approximate orthogonal projection method can not be directly
applied to the current simple IIM, otherwise it will lead to a decrease in overall accuracy
of the solution for the case of not a spherical surface. This is because the present [IM
makes the Taylor expansion only along the normal direction and needs also consider the
accuracy referring to the exact orthogonal projection point. The above approximate or-
thogonal projection method computes the normal p at the irregular grid point x;j not at
the projection point ijk, which leads to only second-order accuracy of projection point
referring to the exact orthogonal projection point. This can be seen from the later numer-
ical experiments.

In this paper, a geometric iteration algorithm [36] based on a second-order Taylor
iteration is employed. The core idea of this algorithm is to modify the projection point
along the normal section line of the surface as shown in Fig. 2. The interested readers are
referred to [8,36] for more details. In our actual computation, the approximate projection
point computed by the approximate orthogonal projection method is chosen to be the
initial point for the present iteration method, which is very close to the exact orthogonal
projection point with second-order accuracy. Therefore, only few iterations (say about 2~
3 times) in the actual computations are needed during the geometric iteration. The later
numerical results show that the present geometric iteration algorithm can reach third-
order accuracy referring to the exact orthogonal projection point.

3 The model of Stokes flow

Let () be a three-dimensional bounded domain involving an interface I'. The interface
I' separates the fluid into two regions Q" and O~ with Q=QTUTUQ~, where Q7 is
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used to express the exterior region of the interface, and (2~ is inside the interface. The
following Stokes equations with singular forces are considered:

Vp=ubu+F(x)+G(x), inQ, (3.1)
V-u=0, inQ, (3.2)
u=u,, onoa(), (3.3)

where u= (u,v,w) is the fluid velocity, p is the fluid pressure, y is the fluid viscosity, and
x=(x,y,z) is the Cartesian coordinate variable. Here G is the external force which may
have a jump across the interface, and F is the singular force exerted by the immersed
interface, which has a Dirac delta function singularity and can be written as

F(x)= /r Fo(x—X)ds. (3.4)

Here X is the point on the interface, F is the force density defined on the interface, and
5(+) is the 3D Dirac delta function. For the model of Stokes flow with surface tension,
f =o0xn—V;0, where o is the surface tension coefficient. In this work, ¢ is taken as a
constant for simplicity.

It is noted that Eq. (3.2) together with the Dirichlet boundary condition Eq. (3.3) leads
to the compatibility condition that u#, must satisfy:

/ 1ty -0y dS =0, (3.5)
0Q)

where ny, is the outer unit normal to 9Q).

4 Jump conditions across the interface

In order to apply the simplified immersed interface method as described in Section 2 to
Stokes equations and achieve second order spatial accuracy in the solution, the jumps in
the velocity u and pressure p and up to the second normal derivative across the interface
need to be derived. Suppose  and T are two orthogonal unit tangential directions of
the interface I'. The solution and its first normal derivative jumps of the pressure and
velocity derived in [6,12,37,41] can be rewritten as

pl=fn, |5 =L+ 2L (6], @12
[u] =0, [g—z]zi((fn)n—f). (4.1b)

Note the force f can be decomposed to its normal n and two tangential directions # and
T as

f=(fnn+(f-y)y+(f-7)T. (42)
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Thus the first normal derivative jump of u in (4.1) can be further rewritten as

B—ﬂ Z—%<(f"1)’1+(f"f)‘f)' (4.3)

By taking the divergence on both sides of Eq. (3.1) and using the incompressibility con-
straint of Eq. (3.2), it is easily known that the pressure satisfies Ap=V-G. Thus the jump
in the second normal derivative of pressure can be derived as

*p o] 2
| =171k | ] v @)
From the velocity equation Au= % (Vp—G), the jump in the second normal derivative of

the velocity can be derived as

0*u 1 ou 2
{m} = ([VP] - [G]) —K {a} —Vilul, (4.5)
where the pressure gradient jump [Vp]= [g—ﬁ] n+ [g—f] T+ [g—z] n= [g—ﬁ] n+%r+ %};}11. The

above surface derivatives can be computed using the least squares interpolation as in [6].

5 Numerical methods

In this work, a staggered grid with a uniform mesh width h=Ax=Ay=Az is used for the
fluid variables as shown in Fig. 3, which shows one cell of the staggered grid. With the
staggered grid, the pressure point p; i is at the center of the cell, and the x-component
of the velocity filed (i.e., u;;x) is at the center of the front-back side of the cell, the y-
component (i.e., v; ;) is at the center of the left-right side of the cell, and the z-component
(i-e., w; ;) is at the center of the top-bottom side of the cell. Let introduce the following
notations

1 1
Mz‘,j,kzu(xi,yj+§h,2k+§h>, i=1,---,Ny+1, j=1,---,N,, k=1,---,N, (5.1a)
1 1 ‘ )
jjx="0 xi+§h,yj,zk+§h , =1, ,Ny, j=1,--,N,+1, k=1,---,N,, (5.1b)
1 1 . )
Wijk=w xi+§h,yj+§h,zk , i=1,--,Ny, j=1,---,Ny, k=1,--,N;+1, (5.1¢)

1 1 1 . .
Pi,j,k:P<xi+§h,yj+§hxzk+§h>; 121/"'/NX/ ]:1/"'/Ny/ kzl/"'/NZ' (51d)
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(XiIY}'Izk+1) i,j,k+1
v iy
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XY 1020 7y
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(% IleZk) (Xie11Yj 124)

Figure 3: This figure shows the model of staggered grid. Four sets of grids for u,v,w and p are used. The
position of the subscripts is also shown.

5.1 A simple 3D IIM Stokes solver

The discretization of the Stokes equation by second order MAC finite difference scheme
leads to the following discrete scheme

— (VAhui,j,k+C{VAui,j,k}> + GMACPi,j,k—FC{Vh Pi,j,k} = Gi,j,kr (5.2)
DMACu; 5 +C{ V- ui 5} =0, (5.3)
with the approximated discrete boundary condition of the velocity treated in Eq. (3.3).
Here A, is the standard central difference operator, and GMAC and DMAC are the MAC

gradient and the divergence operators, respectively, i.e.,

Wi 1kttt Wikt iK1 T Wij k1 — 61k
j j j j j j j

Apuijr= 2 , (5:4)
GMAC,, . (Pi,j,k —Pi-1jk Pijk—Pij-1k Pijk—Pijk-1 ) (55)
ijk I ’ 2 ’ h , .
Uit1,jk—Ui-1,jk Uii+1,k —Yii-1k Wijk+1—Wijk—1
DMACui,j,k — ] - ] + ] - ] + ] ; ] . (56)

The above C{uAu;;r}, C{Vypi;r}) and C{V},-u; i} are the corresponding spatial correc-
tion terms to improve the accuracy of the local finite difference approximations, which
are added to the finite difference equations and only non-zero at those irregular grid
points. These corrections will be evaluated in Section 5.2.

Denoting Czl,j,k =C{Au;jx} —C{Vp;;x} and Ci%jlk =—C{V-u;;r}, the system (5.2)-(5.3)
can be rewritten as

— i+ GMACp; g = Gi,j,k+cz1,j,k, (5.7)

DMACy,; =CF . (5.8)
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Here CAiz,j,k:Ciz,j,k_C_iz,j,k’ where C-iz,j,kzz‘ciz,j,k/MP/ and M), is the number of the p grid points
in the computation. Note that the term Ciz,j,k is perturbed to C?/jrk in Eq. (5.8), so as to satisfy
the discrete compatibility condition in Eq. (3.5) and thereby ensure the solvability of the
system (5.2)-(5.3). However, the order of the local truncation errors after the perturbation
has not been changed yet as discussed in [17,31].

Denoting B; and B; as the corresponding terms on the right hand side of Egs. (5.7)-
(5.8) in vector form, respectively, then the system can be written in the matrix-vector form
as

GMAC u B,
- : (5.9)
p B,

—udy

DMAC 0

The above system is solved by the CG-Uzawa type method as in [32]. The Uzawa proce-
dure consists of two steps, i.e.,

Step 1. Solve DMAC(yA;,) "1GMAC) = B, + DMAC (A, ) 1B, for the pressure p;

GMAC

Step 2. Solve pA,u=B,— p for the velocity u.

In Step 1, the pressure is solved by the conjugate gradient method. During the itera-
tion, only the matrix-vector product of DMACu A, GMAC and p need to be computed. The
required inverse of uA; corresponds to solving a Poisson equation, which can be solved
by some fast methods, such as the FFT method, multigrid method, and so on. In this
work, the fast solvers from FISHPACK [28] are used. Once the pressure is obtained, the
velocity u can be solved by the fast solvers from FISHPACK [28] again via Step 2. The
computational complexity for the fast Poisson solver from FISHPACK is O(M log(M)),
where M is the number of interior grid points of the computational domain. The present
CG method converges fast as discussed in [32] and the number of iterations in the CG
method is small and almost independent of the mesh size.

5.2 Calculation of correction terms

The calculation of correction term C{pAu; 1} is the same as described in Section 2. The
remaining question is how to compute the correction terms C{V;p; ;x}) and C{V},-u; ;1 }.
Without loss of generality, let us only consider the difference scheme of g—z at the location
of u-grid point here, the approximations of the derivatives 3—5 and 3—5 at the locations of
v-grid points and w-grid points, respectively, can be made in a similar way:.

Note that the location of u; ; is the midpoint of the locations of p;;x and p; 1t A

correction term needs to be added when the p-grid points cross the interface. Suppose
the locations of u; x and p; ;x are inside the interface, while the location of p; ;1 is outside

the interface, as illustrated in Fig. 4(a), then the difference g—i at the location of u;; can
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Q I:?+1 ik

(d)

Figure 4: Four different cases for the relative positions of the 1 and p along the p-grid line where the interface
Ccrosses.

be approximated as

(a_}?> Pijk—Picvik Pk~ Pluik Pk Ptk B PPk
ox/ijk h a h - h h
B O (12 Pffl,j,k
= px(xi+%,j+%,k+% )+0(h*) — 7
:Px(xi+%,j+%,k+%)_C{px}i,j,k+0(hz)' (5.10)
Here C{px}ijx is the corresponding spational correction term, which can be computed

by

__C e -
CA{pxtije=Pi_1jk= Pi—1,jk—Pi-1,jk

ap+ dz 32p+ B ap— d2 azp—

—( T * o2 * 3y oL * 3

—(p* o o= +0O(h )) <p* R S +0O(h )>

_ dp d> [9p 3

—[p]x*+d[$k+5 {ﬁLH’)(h ), (5.11)

where X, is the orthogonal projection of x; 1 i+ 1l ON the interface, and d is the signed
27 127 2
distance from x; Litdktl to X.. Notice that if the x; Litdktd is outside of the interface,

then d must be positive. For the other cases of Fig. 4, the correction terms can be evaluated
in the same way.

Similar to C{V,p; jx}), the correction term C{V},-u;} can be computed.
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5.3 Level set method for moving interface

The interface is implicitly represented by the zero level of a level set function ¢ as in
[20,37], i.e., T'(t) ={x: ¢(x,t)=0}. Geometrical quantities can be easily computed using
the level set function. Assuming that {x: ¢(x,t) <0} =Q~, the outward normal vector
and curvature of the interface I" are derived as

Ve —v.n:_V(PHe(G”)VQDT—!qulTrace(He)

n=-—-, K=
Vol Vo3

. (5.12)

The level set function is evolved according to the following linear advection equation
@ir+u-Vo=0. (5.13)

At every time step, the level set function ¢ is re-initialized to be a distance function by
solving the following Hamilton-Jacobi equation as in [20,37]

{ p+sign(go) (|Ve|-1)=0, (5.14)

@(x,0) = @o(x),

where ¢ is the level set function before the re-initialization, and 7 is the pseudo-time.
The fifth order WENO scheme [25] for the spatial derivatives and TVD RK [9] scheme
for the time discretizations are employed to solve the level set equation and its re-
initialization process, respectively.

5.4 Numerical implementation

In this section, the simple implementation of the proposed algorithm is described for the

moving interface. For given u!!, p!!, and ¢!, the algorithm for finding u*!, p/*!, and

q)Z“ can be summarized as follows:

Step A: Compute uZ“ and pZH using the 3D IIM Stokes solver as described in Section

5.1. This step involves computing the appropriate correction terms as described in Sec-
tion 5.2.

e Compute the right hand side of the pressure equation in Step 1 of Section 5.1.

e Compute the pressure p*! using the CG method.

e Compute the velocity uZ“ using the fast Poisson solver in Step 2 of Section 5.1.

Step B: Based on the velocity u]'"!, move the interface by solving the level set equation,

and then re-initialize the level set function to get ¢} ™.
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6 Numerical results

In this section, numerical experiments will be carried out to demonstrate the accuracy
and the effectiveness of our algorithm proposed in this work. Throughout this section,
the computational domain is (2 = [—1,1]3, the viscosity y =1 and the stop tolerance of
1078 for the CG method are taken in all simulations unless it is stated otherwise. All the
simulations are done on a Laptop with 2.00GHz processor.

Example 6.1. The first example of Poisson solver.
In this example, a numerical test is performed to check the accuracy of the 3D IIM
Poisson solver. The interface is a spherical surface with radius » =0.5. So the level-set

2
function can be taken as ¢ = % + ooz + % —1. The exact solution is given by

u(x) = {Cos(x)sin(y)sin(z), xeQt,
0, xeQ)™.

The right hand side term g, the boundary condition, and jumps in solution and its normal
derivative can be determined from the exact solution.

A mesh refinement analysis in maximum norm is shown in Table 1, which indicates
that second order accuracy of the solution is achieved. In the table, the variables with
subscript iter represent the corresponding quantities computed by geometric iteration
method. Denoting Coxact = Apllexact — g, the error between the computed correction term
and Ceyqt is listed in the last column, which demonstrates that the local truncation er-
ror at an irregular grid point is O(h) as expected. Since the discrete partial derivatives
are approximated exactly for this choice of level set function, the error of the orthogonal
projection point referring to the exact orthogonal projection point reaches the machine
precision as seen from the table. The computation is also performed by applying the
approximate orthogonal projection method in [20]. It is found that the approximate or-
thogonal projection method produces the same results as the present iteration method
due to the special spherical interface considered, which are not shown here.

Table 1: Grid refinement analysis in Example 6.1 with iteration method.

Mesh size Huiter_uh HOO Order HX;'kter_X:xactHOO Order Hciter_cemeHOO
32 1.4614E-5 - 1.6653E-16 - 6.3223E-3
64 3.6659E-6 2.00 2.2204E-16 - 2.5959E-3
128 9.0972E-7 2.01 2.2204E-16 - 1.6931E-3
256 2.2817E-7 2.00 2.2204E-16 - 8.1339E-4

Example 6.2. The second example of Poisson solver.
In this example, the taken solution is same with the first example. The interface is
an ellipsoid with semi-axes (a,b,c) = (0.7,0.6,0.5). The level set function is taken as ¢ =

2 2 2
7 togtoz L
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2
Table 2: Grid refinement analysis in Example 6.2 with approximate projection method, ¢ = 0’_‘;2 —&—%—&—%—1.

Meshsize |[uappr —tpllc  Order |IXG,,r —Xixaetlleo  Order  [[Cappr —Cexact|| oo
32 1.0143E-4 - 1.2516E-3 - 0.0941
64 3.4188E-5 1.57 4.0373E-4 1.63 0.1194
128 1.0775E-5 1.67 9.9661E-5 2.02 0.1273
256 4.4516E-6 1.28 2.5171E-5 1.99 0.1247

2
Table 3: Grid refinement analysis in Example 6.2 with iteration method, (pz&‘—%—k%—k%—l.

Mesh size H Uiter — Up H°° Order sz'kter — X:xact ‘ | w  Oder Hciter —Cexact | ‘ ©
32 1.3493E-5 - 1.5707E-13 - 7.2183E-3
64 3.4131E-6 1.98 1.5853E-13 - 3.6083E-3
128 8.2942E-7 2.04 1.6744E-13 - 1.7877E-3
256 2.0349E-7 2.03 1.6720E-13 - 8.9370E-4

The mesh refinement analyses in maximum norm with the approximate orthogonal
projection method and present method are shown in Table 2 and Table 3, respectively.
In these tables, the variables with subscript appr represent the corresponding quantities
computed by the approximate orthogonal projection method. It can be seen from Table
2, the accuracy of solution is decreased for the case of not a spherical interface. This
is because that the approximate orthogonal projections referring to the exact orthogonal
projections have only second-order accuracy not third-order accuracy for this case, which
results in a larger error of correction term, therefore a loss of accuracy of the computed
correction term affects the final overall accuracy of the solution.

Table 3 indicates that the present IIM with the geometric iteration method can achieve
second order accuracy of the solution. The last column of the table lists the error between
the computed correction term and C,yset, Wwhich demonstrates that the local truncation
error O(h) at an irregular point is obtained as expected. Again the error of the orthogonal
projection point is roughly equal to the machine precision due to the discrete partial
derivatives approximated exactly for this level set function, which is shown in the fourth
column of the table.

For further comparisons of the choice of level set function, the computation is also

done for the case that the level set function is taken as ¢ = 4/ 0’%—#%—#% —1. The
results with the approximate orthogonal projection method and present method are ob-

tained, which are shown in Table 4 and Table 5, respectively. These results can be com-
pared to those in Table 2 and Table 3, respectively, and the similar results of second order
accuracy of the solution with iteration method and reduced accuracy of the solution with
approximate orthogonal projection method are obtained. It also can be seen from the
fourth column of this table that the present iteration scheme for finding the orthogonal
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Table 4: Grid refinement analysis in Example 6.2 with approximate projection method, = OL;Z —l—%; —l—% -1
Mesh size |[uappr —tipl|le  Order |IXG,,r —Xixactllo  Order [[Cappr —Cexact||
32 1.2075E-4 - 1.3732E-3 - 0.0953
64 4.0865E-5 1.56 4.2297E-4 1.70 0.1124
128 1.3310E-5 1.62 1.0195E-4 2.05 0.1240
256 5.0332E-6 1.40 2.5454E-5 2.00 0.1231

Table 5: Grid refinement analysis in Example 6.2 with iteration method, ¢ = 0)_‘—;24—%4—%—1.

Mesh size ||ujter—uplleo  Order || X}, —Xiyactlloo Order ||Citer —Cexact||co
32 7.5874E-5 - 1.9630E-4 - 2.0792E-2
64 2.0834E-5 1.86 2.7843E-5 2.82 1.4594E-2
128 4.9408E-6 2.08 3.2978E-6 3.08 8.0419E-2
256 1.1919E-6 2.05 4.2968E-7 2.94 3.9504E-3

projection point is indeed third-order convergent. Since the discrete partial derivatives
are not approximated exactly for this choice of level set function, the error of the orthog-
onal projection point referring to the exact orthogonal projection point doesn’t reach the
machine precision yet as expected.

Example 6.3. The first example of Stokes solver with fixed interface.

In this example, the Stokes equations with fixed interface are considered. The inter-
face is set as a ellipsoid with semi-axes a =0.68, b =0.58, and c =0.48. So the level-set

. . 2 2 2 L
function can be given as ¢ = 5% 4 54 + 555 — 1. The exact velocity is given as

u=cos(x)sin(y)sin(z), v=sin(x)cos(y)sin(z), w=—2sin(x)sin(y)cos(z), x€Q~,
u=0, v=0, w=0, xeQr.

And the exact pressure is given as

[ —3sin(x)sin(y)sin(z), x€Q~,
1o, xeQt,

The external force G is given as

G (0,0,—9sin(x)sin(y)cos(z)), x€Q~,
Lo xeQt.
The interface force f and the jumps in solution and its normal derivative for the ve-

locity and pressure can be derived from the exact solution. The homogeneous boundary
condition for the velocity is taken for this example.
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Table 6: A mesh refinement study for the 3D Stokes solver in Example 6.3.

Mesh size |[u—uy|lc Order |[v—vjll Order |w—wy|le Order ||p—pplleec Order Nig,
32 2.7480E-5 - 3.2613E-5 - 5.3369E-5 - 2.9694E-4 - 9
64 6.4257E-6 210 6.6792E-6 229 1.2908E-5 2.05 4.2235E-5 2.82 11
128 1.5390E-6 2.06 1.6040E-6 2.06 3.0546E-6 2.08 8.6126E-6 230 13
256 3.7149E-7 2.05 4.0101E-7 2.00 7.4811E-7 2.03 1.8803E-6 220 14

h

Figure 5: The solution of u at z= 7 in Example 6.3 (left); solution of u at z:% in Example 6.4 (right).

The result of the convergence rate analysis is shown in Table 6, which indicates that
the velocity is second order accurate, and the pressure is also second order accurate.
Table 6 also shows the number of the CG iterations in the Stokes solver, which indicates
the number of iterations is almost independent of the mesh size. Fig. 5(left) shows the
slice of the computed u on the cross section of the plane (i.e., z= %) on a 64 x 64 x 64 grid.
A clear jump in the velocity across the interface is observed.

Example 6.4. The second example of Stokes solver with fixed interface.

Compared to Example 6.3, the solution is set to be zero inside the interface for this
example. The level-set function is written as ¢ = O’f—zz + % + % —1. The exact expressions
of the velocity and pressure are the same as Example 6.3 except for the value inside and
outside exchanged. Then the surface force f and the jump conditions for solutions and
their normal derivatives are reversed.

Fig. 5(right) shows the slice of the computed u on the cross section of the plane (i.e.,z=
1) ona 64 x 64 x 64 grid. It is observed that the discontinuity and the jump in the velocity
are very sharply captured across the interface. The mesh refinement result is shown in
Table 7, which also shows the number of the CG iterations in the Stokes solver. It indicates

the number of iterations is almost independent of the mesh size again.
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Table 7: A mesh refinement study for the 3D Stokes solver in Example 6.4.

Mesh size ||u—uy|le Order |[v—vy]l Order |w—wpllo Order ||p—pplle Order N,
32 1.8664E-5 - 1.8642E-5 - 3.6901E-5 - 3.8501E-4 - 12
64 4.3675E-6 210 4.2952E-6 2.11 8.6202E-6 2.10 8.3160E-5 2.21 14
128 1.0452E-6 2.06 1.0229E-6 2.08 2.0860E-6 2.04 2.1392E-5 196 16
256 2.5794E-7 2.02 2.5206E-7 2.02 5.1300E-7 2.02 54489E-6 197 18

Example 6.5. Stokes equations with moving interface.

In this example, a moving interface problem which involves a pressurized bubble
immersed in a quiescent Stokes flow is considered. The initial shape of the bubble is an
ellipsoid with the semi-axes 1=0.75, b=0.5, and ¢ =0.4. The initial velocity and pressure
are set zero, and the deformation of the bubble in the fluid is driven only by interface
tension. The bubble is located at the center of the fluid domain. When the process starts,
the bubble will relax to its spherical equilibrium shape with radius r=+/abc~0.5313. The
surface tension ¢ =10 is taken. The time step At=5/5 and a uniform grid of 64 x 64 x 64
are employed. In the simulations, the velocity and pressure at time t =0 based on the
initial ellipsoidal interface are first computed before the interface has moved.

Fig. 6(left) and Fig. 6(right) show a slice of the pressure and the u-component of the
velocity field on the plane of z= respectlvely As expected, it can be observed from this
figure that the pressure is d1scont1nuous and the pressure profile is very sharp across the
interface, whereas the velocity is continuous across the interface. Fig. 7 shows this more
clearly with the plots of cross section along the line x =0 or y =0 on the plane of z= %
for the pressure and the u-component of velocity field. The sharp jump in the pressure is
well resolved as seen from these figures. Fig. 7 also shows that the pressure value along
the major axis direction (x-axis direction) is larger than that along the short axis direction
(y-axis direction), which is caused by the difference of the curvature.

60 b

i ol

H\‘HH‘HMHW MHH‘W\

40

20

pressure

Figure 6: The pressure profile (left) and the component of velocity u (right) at the section of z= %
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Figure 7: The pressure distributions along x-axis (left) and the y-axis (middle), respectively. The u-component
of velocity field alone the x-axis (right).

Table 8: A mesh refinement study for moving interface in Example 6.5.

LXMxN |lu—upllo Order |[v—vy|l Order [[w—wy|lee Order |p—ppulle Order
32 1.7774E-2 - 4.8890E-3 - 8.3265E-3 - 4.8234E-1 -
64 5.0507E-3 1.82 1.3127E-3 190  2.3483E-3 1.83  1.3452E-1 1.84
128 1.2926E-3 197 3.2698E-4 2.01 5.9147E-4 1.99 35392E-2 1.92

In Table 8, a mesh refinement analysis is shown, and the expected second order ac-
curacy for the velocity is achieved. Since the analytic solution is not available, the errors
in the velocity are measured via comparing with a fine grid solution. The computed
solution on a 512 x 512 x 512 grid is taken as the reference solution for comparison.

Then the simulation of moving interface is performed. Fig. 8 shows the deformed
shape of the bubble at different times, which shows that the bubble is relaxing gradually
to the spherical equilibrium shape. The corresponding snapshots of the bubble shapes in
cross-sectional visualization of z=0 are presented in Fig. 9. Obviously, the long axis is
changing faster than the short axis.

In Fig. 10(left), the volume conservation of the interface in the relaxation process is
checked and found to be well conserved. In the figure, the maximum volume error is
0.91 e—3, which indicates only a small volume loss of 0.14 % in percentage.

Fig. 10(right) gives the maximum error of discrete divergence of velocity field ver-
sus time, which shows that the error is very small and reaches an accuracy of 9.98 e—9.
It indicates that the discrete divergence-free condition is kept very well for the present
method.

The evolution of three semi-axes versus time is shown in Fig. 11(left). It can been
observed from this figure that the ellipsoidal interface relaxes gradually to its spheri-
cal equilibrium shape without almost no oscillations during the relaxation process. For
the purpose of the comparison of surface tension effects on interface motion over longer
times, the evolution of semi-major axis with different surface tension coefficient ¢ is pre-
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Figure 9: Snapshots of the bubble shapes in cross-sectional visualization of z=0.
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Figure 10: The absolute error in volume versus time (left), and the maximum absolute value of the numerical
divergence of velocity field versus time (right).
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Figure 11: The evolutions of three semi-axes versus time (left) and the evolution of semi-major axis under
different surface tension coefficients o (right).

sented in Fig. 11(right). It indicates, with larger surface tension coefficient o, the interface
takes a relatively fewer time to relax to the equilibrium state.

Example 6.6. Stokes equations with complicated moving interface.

This example shows that the present method can handle more complicated interface.
Let us consider a curve written as r = 0.5+0.1sin76, 6 € [0,7t] in polar coordinates. By
rotating it around the y-axis, a special surface is obtained. Fig. 12 shows the initial shape
of the surface. In the simulation, a 64 x 64 x 64 uniform grid is employed. The taken
time step is At =0.2h. As expected, the interface will gradually relax into a sphere. This
example mainly focuses on the deformation of the interface and not presents the more
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Figure 12: The initial shape of the complicated interface in Example 6.5.
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Figure 13: The evolution of the interface at different time.
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Figure 14: Snapshots of the interface in cross-sectional visualization of y=0.

detail numerical results yet. Fig. 13 presents the evolution of the interface at different
time. The corresponding snapshots of the interface shapes in cross-sectional visualization
of y=0 are presented in Fig. 14.

In Fig. 15(left), the volume conservation of the complicated interface in the relaxation
process is checked and found to be well conserved. In the figure, the maximum volume
error is 0.81 e —3, which indicates only a small volume loss of 0.15 % in percentage. And
the Table 9 shows the mesh refinement analysis, and the expected second order accuracy
for the velocity are achieved. It is noted that the order for both velocity and pressure
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Figure 15: The absolute error in volume versus time in Example 6.6 (left), and in Example 6.7 (right) with
c=5 vy=1.

Table 9: A mesh refinement study for moving interface in Example 6.6.

LxMxN |lu—up|lcc Order |v—vjlle Order |lw—wp| Order |[p—ppllec Order
32 1.2052E-0 - 1.2052E-0 - 1.6028E-0 - 2.7852E+1 -
64 4.8082E-1 133 4.8082E-1 133 4.6113E-1 1.80 2.9414E+1 -
128 1.1992E-1 2.00 1.1992E-1 2.00 1.0506E-1 213  9.1448E-0 1.69

field in the first stage of the refinement analysis are reduced for this example, which is
probably caused due to the accuracy of the curvature. Because the curvature at some
points on the complicated interface may become very large, the mesh size 32 x32x 32 is
too rough for the complicated interface. The computed solution on a 512 x 512 x 512 grid
is taken as the reference solution for comparison again.

Example 6.7. Stokes equations with moving interface in shear flow.

As a last example, the deformation of a single drop in a shear flow is considered.
The velocity of shear flow without drop is given by the velocity u = (7y,0,0), where
7 is the shear rate. The different shear rate v and the surface tension coefficient ¢ are
taken in the simulations. The computational domain is Q= [—2,2] x [-1,1] x[-1,1], and
the initial shape of the drop is represented by a level-set function ¢ = /x> +y*>+2z2—0.5.
The deformation of the drop is described by the Taylor shape parameter D(t) = (L(t)—
B(t))/(L(t)+B(t)), where L(t) is the longest axis of the body and B(t) is the shortest axis
of the body.

In Fig. 15(right), the volume conservation of the shear flow in the deformation process
is checked and found to be well conserved. In the figure, the maximum volume error is
0.91 e—3, which indicates only a small volume loss of 0.17 % in percentage. And the Table
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Figure 16: The deformation of the drop under shear flow at different time with c=7 and y=2.

Table 10: A mesh refinement study for moving interface in Example 6.7.

LxMxN |lu—uyllc Order [[v—vp|leec Order |w—wplle Order |p—ppulle Order
32 6.2938E-3 - 6.2938E-3 - 6.2938E-3 - 4.2421E-1 -
64 1.9058E-3 1.72 1.9058E-3 1.72 1.9058E-3 1.72 1.7992E-1 1.24
128 49177E-4 195 49183E-4 195 49183E4 195 3.9615E-2 213

10 shows a mesh refinement analysis with =5 and 7y =1, and the expected second order
accuracy for the velocity are achieved. The computed solution on a 1024 x 512 x 512 grid
is taken as the reference solution for comparison.

The next simulation is performed on a 128 x 64 x 64 grid. Fig. 16 shows the deforma-
tions of the drop at different time in shear flow with ¢ =7 and v =2. As expected, the
initial interface is a sphere and then stretched in shear flow. The effect of different shear
rates y on the deformation of the drop is studied. The time evolution of the Taylor shape
parameter D(t) with different shear rates is shown in Fig. 17, which shows that for the
larger shear rate, the larger deformation of the drop is observed. But lager surface tension
may have the opposite effect.
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Figure 17: The evolution of the Taylor shape parameter D(t) versus time with fixed y=1 (left) and fixed =7
(right).

7 Conclusions

In this paper, a simple 3D IIM Stokes solver is employed to solve three-dimensional
Stokes equations with singular forces, which is combined with the level set method.
The method provides a fairly simple way to add the correction terms to the finite dif-
ference schemes, by applying the Taylor’s expansions only along the normal direction
and incorporating the jumps only in solution and up to its second normal derivative for
the velocity and pressure, which makes the application of the method more general. A
second order geometric iteration algorithm for computing orthogonal projections on the
surface with third-order accuracy is employed. The fluid variables are computed on a
staggered grid, which avoids the need of the pressure boundary condition. The CG-
Uzawa type method is employed to solve discretized Stokes equations, and the number
of iterations in the CG method is independent of the mesh size. The method can also
make the volume conservation and the discrete divergence free condition kept very well.
The proposed method is very efficient and flexible for different Stokes flow and Dirichlet
boundary conditions. It should be pointed that the coefficient matrix gets larger when
the grid is refined in the actual 3D numerical simulations, which will lead to more higher
computational cost. Numerical results show that the present 3D IIM Stokes solver is sec-
ond order accurate for both velocity and pressure. In the future work, the method will be
extended to solve incompressible two-phase flow with interfaces in 3D.
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