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Abstract. Poisson’s equations in a cuboid are frequently solved in many scientific and
engineering applications such as electric structure calculations, molecular dynamics
simulations and computational astrophysics. In this paper, a fast and highly accurate
algorithm is presented for the solution of the Poisson’s equation in a cuboidal domain
with boundary conditions of mixed type. This so-called harmonic surface mapping
algorithm is a meshless algorithm which can achieve a desired order of accuracy by
evaluating a body convolution of the source and the free-space Green’s function within
a sphere containing the cuboid, and another surface integration over the spherical sur-
face. Numerical quadratures are introduced to approximate the integrals, resulting
in the solution represented by a summation of point sources in free space, which can
be accelerated by means of the fast multipole algorithm. The complexity of the algo-
rithm is linear to the number of quadrature points, and the convergence rate can be
arbitrarily high even when the source term is a piecewise continuous function.
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1 Introduction

The solution of Poisson’s equation plays an essential role in scientific computing as well
as many physical and engineering applications such as molecular simulations, electric
structure calculations, computational astrophysics, and fluid dynamics for both particle
simulations [1–4] and continuum-theory calculations [5–8]. The development of efficient
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method for the Poisson’s equation in these fields remains an important theme for simu-
lations using high-performance computing. A great deal of numerical approaches have
been developed, subject to different geometry and boundary conditions such as grid-
based methods based on finite element or finite difference discretizations [9]. To reduce
the number of grid elements, the boundary integral/element method [10–12] reformu-
lates the Poisson’s equation into a Fredholm integral equation of the second kind and
can be accelerated through the fast multipole method (FMM) [13, 14].

Despite many advances on complex domains, fast numerical solvers for Poisson’s
equation of constant coefficient in a cuboidal domain remain to be an important theme
due to its significance in many applications. Various numerical approaches especially for
large scale parallel solvers have been proposed for this problem which are extensively
used in practice. Most of the algorithms have second order of accuracy and O(nlogn)
computational complexity, with n being the total number of grid points, such as the finite
difference method with fast Fourier transform (FFT) or geometric multigrid, and the finite
element method with proper preconditioning strategy [15]. Higher order schemes are
also available by using high-order elements. When the source term and boundary condi-
tions are sufficiently smooth, the spectral method based on orthogonal polynomials could
converge exponentially while the computation cost remains to be expensive, and efficient
implementations can achieve O(n3/2) for two dimensions and O(n4/3) for three dimen-
sions using Legendre or Chebyshev polynomials [16, 17]. For certain type of boundary
conditions, the pseudospectral Fourier method with polynomial subtraction technique
to eliminate the Gibbs phenomenon can also achieve high order accuracy [18, 19]. For
specific boundary conditions in a regular domain, the method of image can be used to
represent the solution into an infinite sum or integral over the whole 3D space [20, 21].
The solution of Poisson’s equation in the whole 3D space can be written as the convo-
lution of the free-space Green’s function and the source term. This convolution can be
efficiently evaluated with high order accuracy through the FMM-based methods [20,22],
the method of local corrections [23, 24], or the FFT-based methods [25, 26].

Recently, a harmonic surface mapping algorithm (HSMA), which combines the method
of image charges and the boundary integral method to calculate the Green’s function, has
been proposed and applied to particle systems [27, 28]. Its basic idea is that an auxiliary
surface is introduced such that the contribution of image charges outside the surface is
represented by image charges distributed over the surface. The harmonic surface map-
ping is a procedure to transform the local expansion from the exterior contribution into
the surface integral which can be discretized into a sum of image charges. This algo-
rithm is efficient to calculate the infinite sum for particle interaction in a box with vari-
ous boundary conditions, especially non-periodic conditions when the FFT-based lattice
summation cannot be directly applied.

The algorithm developed in this work is the extension of the HSMA, aiming to solve
the Poisson’s equation in a rectangular domain with mixed-type boundary conditions,
which also introduces the auxiliary surface and uses a surface integral to represent the
integral outside the surface. The main difficulty of this extension is the treatment of sin-
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gularity in the integral, particularly, when a singular point is near the domain of less
smoothness. We introduce the Laplace asymptotic method to analytically treat the sin-
gularity contribution, which significantly improves the computational efficiency. The
asymptotic error can be controlled by a parameter such that the error can be smaller than
a given tolerance. In addition, we improve the surface mapping result of Zhao et al. [27]
where the surface dipole derived by the interior boundary integral expression is replaced
by a surface charge by the exterior boundary integral, which reduces the complexity in
approximating the boundary integral. The computational complexity of the algorithm
is linear to the quadrature points through the FMM acceleration. The order of conver-
gence rate could be arbitrary even with piecewise continuous source terms. Considering
the low computational cost and high convergence rate, the new HSMA for the Poisson
equation is very promising for practical applications.

The organization of this paper is as follows. In Section 2, we discuss the integral
expression of the Poisson’s equation by the continuation with the image charge method
(ICM). In Section 3, we present the HSMA formulation and numerical approximation.
In Section 4, numerical examples are given to show the attractive performance of the
algorithm. Concluding remarks are given in Section 5.

2 Integral expression of the Poisson’s equation

In this paper, we consider the solution of the following Poisson’s equation in a cuboidal
domain Ω=[−Lx/2,Lx/2]×[−Ly/2,Ly/2]×[−Lz/2,Lz/2] in three dimensions,

−∇2u(r)= f (r), in Ω, (2.1)

subject to some boundary conditions Lu=0 on ∂Ω. For convenience of description, one
supposes that the source term f (r) is piecewise smooth in Ω. The case of f (r) being the
sum of delta functions corresponds to a point-charge distribution, for which the solution
can also be accurately calculated as described in our prior work [27]. The boundary
condition on each face of ∂Ω can take either Dirichlet type u=0, Neumann type ∂u/∂n=
0, periodic, dielectric or free-space boundary condition. Nonhomogeneous boundary
conditions can be directly taken into account through the surface integrals from potential
theory and will not be discussed here.

The goal of this paper is fast evaluation of the convolution expression of the solu-
tion with the help of the ICM. The ICM is a class of techniques aiming at obtaining the
Green’s function in the presence of boundary conditions [29]. It benefits from the regular
shape of the boundary so that the boundary condition can be inferred by placing a small
number of fictitious charges of certain valences at some locations outside the volume Ω.
The fictitious charges are called image charges. For a cuboidal geometry, most boundary
conditions can be handled by the ICM with a series of image charges through the reflec-
tions between boundaries. The most intuitive case is the periodic boundary condition for
which the image charges are simply the duplication of the source point in each periodic
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copy of the central box. For other geometries, the image charges can also be obtained by
transforming from the harmonic series [30] or by the least-square fitting [31].

For boundary conditions other than the periodicity, the ICM can be constructed by
first solving the problem with one planar boundary and then obtaining a series of images
by reflections between boundaries using those one-plane formulas. Consider the Green’s
function problem, −∇2G(r,r′) = δ(r−r′), in the half space x > 0, with r = (x,y,z), r′ =
(x′,y′,z′) and x′>0. Let r′′=(−x′,y′,z′) be the point of mirror symmetry and the image
charge strength at this point is Q, and thus the solution of the Green’s function is the
electric potential by the superposition of the point source at r′ and the point image at
r′′, that is, G(r,r′)= (1/|r−r′ |+Q/|r−r′′ |)/4π. Depending on the boundary condition
specified at x=0, the strength Q can be expressed as:

(I) For Dirichlet BC, G=0 at x=0, the image strength is Q=−1;

(II) For Neumann BC, ∂xG=0 at x=0, the image strength is Q=1;

(III) For dielectric BC such that the electric potential G and the electric displacement
ε∂xG are continuous across the interface at x=0, where ε is the dielectric permittivity
which equals one for x>0. Let the dielectric coefficient for x<0 is ǫ′. Then the image
strength is Q=(1−ǫ′)/(1+ǫ′).

Now we proceed to derive the continuation of the source in the whole space R
3. We

divide the space into cells of the same size as the central box Ω such that Ωijk is the cell
centered at (iLx, jLy,kLz) with the indices i, j and k, and Ω000 =Ω (see Fig. 1). Let gijk(r)
with r ∈Ωijk become the representation of the continuation function of f (r) in cell Ωijk

where g000(r)= f (r), we obtain gijk through the following procedure.

Due to the boundary condition on each of the six boundaries, the continuation in a
cell contacting with the central box can be performed to satisfy the boundary condition
at the shared boundary. For example, g100 is the image source of g000 due to the boundary
condition at x=Lx/2. By the one-plane ICM, the image source for a continuous distribu-
tion,

g100(x,y,z)=Qg000(Lx−x,y,z). (2.2)

For a cell not contacting with the central box, the image source can be constructed by the
reflection between boundaries. A cell of index ijk can be considered as the image of the
source in the cell of index ĩ jk due to the boundary condition at x = sign(i)Lx/2, where
ĩ=−sign(i)(|i|−1), namely,

gijk(x,y,z)=Qgĩ jk(sign(i)Lx−x,y,z). (2.3)

For the continuation along the y and z directions, it can be also obtained by the image
reflection using the one-plane ICM due to the y or z boundaries, and the constructed
image source will be the same as Eq. (2.3). One then reformulates the solution u(r) where
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Figure 1: Schematic (2D illustration for 3D problem) of the ICM and the HSMA algorithm in a cuboidal domain.
ICM transforms the boundary-value problem into a volume integral over 3D space. The contribution outside B
will be represented by surface integral on ∂B.

r∈Ω into an integral,

u(r)=∑
ijk

∫

Ωijk

gijk(r
′)G0(r,r′)dr′

=
∫

R3
g(r′)G0(r,r′)dr

′, (2.4)

where G0(r,r′) = 1/(4π|r−r′ |) is the fundamental solution of the Poisson’s equation.
g(r′) = ∑ijk χijk(r

′)gijk(r
′), with χijk denoting the indicative function of Ωijk, is the con-

tinuation function of f (r) in R
3 such that the solution u satisfies the specified boundary

condition. The determination of u will be discussed in the following subsection.

It is straightforward to see that function u(r) given by (2.4) satisfies Eq. (2.1) in Ω as
well as the boundary conditions on ∂Ω. Now the problem becomes how to numerically
evaluate the above integral. In the literature, there are extensive efforts [1, 21, 32–35] in
developing fast algorithms for periodic sums based on the periodic structure of the source
term. Here we adapt the HSMA algorithm [27] to construct an efficient and accurate
method for general boundary conditions.

3 Harmonic surface mapping algorithm

3.1 Local expansion of the exterior integral

In order to efficiently calculate the infinite integral (2.4), we introduce a larger ball B of
radius R with the center at the origin such that Ω⊂B. The integral can be split into two
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components,

u(r)=
∫

B
g(r′)G0(r,r′)dr

′+
∫

Bc
g(r′)G0(r,r′)dr

′,V(r)+W(r), (3.1)

where V(r) and W(r) represent the integrals inside and outside the ball, respectively.
Since W(r) is a harmonic function in B, it can be approximated by the spherical harmonic
expansion in spherical coordinate r=(r,θ,ψ) [21, 27], truncated at n=P,

W(r,θ,ψ)≈
P

∑
n=0

n

∑
m=−n

Am
n rnYm

n (θ,ψ), (3.2)

where Ym
n is the spherical harmonic function of degree n and order m. Here, {Am

n , n=
0,··· ,P, m =−n,··· ,n} is a set of unknown coefficients. In principle, a small amount
of spherical harmonics would be enough to the desired accuracy thanks to the spectral
convergence of the series, which means the total number of unknown coefficients, Nb =
(P+1)2, can be small. These coefficients will be determined by a linear-square fitting.
Then the numerical solution u(r) as well as its derivatives are computed based on,

u(r)=V(r)+
P

∑
n=0

n

∑
m=−n

Am
n rnYm

n (θ,ψ). (3.3)

The evaluation of V(r) can be obtained by volume integral scheme and the details will
be given later on. To obtain coefficients Am

n , we first generate Nm monitoring points
{ri = (ri,θi,ψi), i = 1,··· ,Nm} on the boundary ∂Ω. We take Nm > Nb. Then coefficients
Am

n are obtained by minimizing the residual norm of the boundary conditions at these
points [27],

{Am
n }=argmin

Nm

∑
i=1

|L(u(ri))|2=argmin‖MA−Y‖L2 . (3.4)

Notice that L is linear in Am
n , and it can be expressed using an Nm-by-Nb matrix M and a

vector Y. Here A represents the vector consisting all Am
n . Matrix M depends on locations

of monitoring points and the order and degree of the harmonic series and can be con-
structed in the preparation step. One can perform QR factorization to matrix M to solve
the least-square problem.

It is noted that periodic boundary conditions are different from other boundary con-
ditions because the distribution of monitoring points on ∂Ω will lead to an ill-conditioned
matrix [21]. To avoid that, one should select the monitoring points {ri} on the circum-
sphere of the cuboidal domain Ω. Let r̃i = ri−kL with L = (Lx,Ly,Lz) and k being the
index vector such that r̃i is located within the central domain Ω. The ith component of
the vector Y is then given by Yi=V(ri)−V(r̃i), which leads to a better conditioned fitting
matrix M. The condition number can be further reduced by an appropriate distribution
of these monitoring points. One suggestion is the distribution which is obtained by solv-
ing the Thompson problem of the equilibrium position of mutually repelling electrons
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constrained to be on the surface of the sphere [36,37]. The random uniformly distributed
points and the Gauss nodes [38] can also be used as the suggested distribution. The com-
parative results can be found in [21, 27]. In this work, we use the Fibonacci grid [39],
which arranges the monitoring points along a spiral lattice such that they are close to a
uniform distribution on the spherical surface.

3.2 Surface mapping from the Green’s identity

The key idea of the HSMA is the map from the series of the spherical harmonic expan-
sion of W onto surface integrals over the sphere B, which speeds up the evaluation by
means of the FMM. This is important because repeatedly evaluating spherical harmonic
functions through their recursive relations is less efficient in practical simulations.

Using the harmonicity of potential W(r) in B and the Green’s second identity, one
has,

W(r)=
∫

∂B

(
G0(r,r′)

∂W(r′)
∂n′ −W(r′)

∂G0(r,r′)
∂n′

)
dS′, r∈B. (3.5)

This shows that the potential can be described by the superposition of a surface charge
distribution of density ∂W(r′)/∂n′ and a surface dipole of density W(r′) on ∂B. Alterna-
tively, one can introduce another harmonic function W̃ defined in domain Bc,

W̃(r)=
P

∑
n=0

n

∑
m=−n

Am
n R2n+1r−n−1Ym

n (θ,ψ). (3.6)

Since ∇2W̃=0 in Bc, by the Green’s second identity again,

∫

∂Bc

[
G0(r,r′)

∂W̃(r′)
∂n′ −W̃(r′)

∂G0(r,r′)
∂n′

]
dS′=0, (3.7)

which means the double-layer potential in (3.5) can be rewritten into a single layer po-
tential with surface charge density ∂W̃(r)/∂n. Since W and W̃ are equal on the boundary
∂B, one has,

W(r)=
∫

∂B
G0(r,r′)σ(r′)dS′, r∈B, (3.8)

where σ(r′)=∂(W(r′)−W̃(r′))/∂n′ is the surface charge density.

There is clearly no singularity in the surface integral (3.8). One can apply the Fi-
bonacci numerical integration [39] to achieve a convergence rate of N−6

o with No being
the number of grid points. It is remarked that, in the original HSMA for particle sys-
tems [27], the surface dipole in Eq. (3.5) is discretized as two surface charges which are
close to each other. In this work, we improve the result and use the formula (3.8) which
avoids the approximation of the surface dipole and improves the efficiency.
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3.3 Evaluation of the volume integral

In this section, we discuss the numerical method for the approximation of the volume
integral V in Eq. (3.1), which can be rewritten as

V(r)=∑
ijk

∫

Ωijk∩B
g(r′)G0(r,r′)dr

′,∑
ijk

vijk(r). (3.9)

Due to the non-smoothness of the source term g(r), FFT method converges slowly. We
will employ piecewise Gauss quadrature to evaluate vijk considering that g(r) is a piece-
wise smooth function. Since the geometry of Ωijk∩B is defined by the ball and the
cuboidal box, we can write the volume integral vijk into an iterated integral,

vijk(r)=
∫ z2

z1

∫ g2(z)

g1(z)

∫ h2(y,z)

h1(y,z)
g(x,y,z)G0(r,r′)dxdydz, (3.10)

where the function g1(z), g2(z), h1(y,z), h2(y,z) and the integrand g(x,y,z) are all piece-
wise smooth. For each of the intervals such that these functions are smooth, the Gauss
quadrature is correspondingly employed.

Since G0(r,r′) is singular when r′→ r, we first need to treat the singularity to achieve
high accuracy. For Ωijk with |i|+|j|+|k|> 2, it is away from the central box Ω, thus no
additional operation is required to evaluate vijk(r). If Ωijk shares a corner vertex (or an
edge, or a boundary face) with Ω, the evaluation of vijk(r) for the location close to the
corner point (or the edge, or the face) might converge slowly. We discuss the techniques
for the treatment to these four situations, separately.

Case 1. When r∈Ω000, and far from the boundaries, the Taylor expansion of the source
function at r can be subtracted to remove the singularity,

V(r)=
∫

B

g(r′)−T(r,r′)e−a|r′−r|K+1

4π|r−r′ | dr
′+

∫

B

T(r,r′)e−a|r′−r|K+1

4π|r−r′ | dr
′

, I1(r)+ I2(r), (3.11)

where T=∑
K
i=0

1
i! [(r

′−r)·∇]ig(r) is the truncated Taylor expansion of function g, the fac-

tor e−a|r′−r|K+1
is introduced to localize the expansion and the parameter a is a positive

number. Then the integrand of I1 is CK−1 at r′ → r and piecewise C∞ elsewhere. The
convergence rate of the N-point Gauss quadrature is O(N−K−3) which can be proved by
extending the asymptotic error estimate [40] to three dimensions.

The integral I2 can be approximated by shifting the integral variable r′ to r′′ = r′−r

defined on R
3,

I2=
K

∑
i=0

1

i!

∫∫∫

R3

[r′′ ·∇]ig(r)e−a(r′′)K+1

4πr′′
dr

′′+O
(

e−aDK+1
)

. (3.12)
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Each integral can be evaluated analytically by the Laplace asymptotic method [41]. For
example, if we choose K=3, the leading term is,

I2≈πg(r)
Γ( 1

2 )√
a
+

π∇2g(r)

6a
. (3.13)

By choosing a relatively large a, the error in I2 could be very small. However, a large a
will result in the integrand in I1 to be relatively sharp and require more quadrature points
to properly capture its shape. In reality, we need to balance these considerations.

Case 2. The prescribed method works poorly if r = (x0,y0,z0) is close to a surface of
Ω000. For example, when x is close to Lx/2, the integrand of I1 in Ω100 would be sharp
although not singular, which makes the convergence rate of the Gauss quadrature to be
slow. To determine whether r is close to x=Lx/2 or not, one compares exp(−a|r−r0|K+1)
to a small tolerance ǫtol with r0=(Lx/2,y,z). If it is bigger than the tolerance, the residual
of the approximation given in Eq.(3.12) is not small and r is considered to be close to the
surface.

In this situation, we will use the Taylor expansion of g000 and g100 at the point r0. The
ball B is divided into two parts by the plane x= Lx/2, denoted B− for the part x< Lx/2
and B+ for the part x> Lx/2. Then,

V(r)=I1+ I2+ I3+ I4

=
∫

B−

g(r′)−T−e−a|r′−r0|K+1

4π|r−r′ | dr
′+

∫

B−

T−e−a|r′−r0|K+1

4π|r−r′ | dr
′

+
∫

B+

g(r′)−T+e−a|r′−r0|K+1

4π|r−r′ | dr
′+

∫

B+

T+e−a|r′−r0|K+1

4π|r−r′ | dr
′, (3.14)

where T− =∑
K
i=0

1
i! [(r

′−r0)·∇]ig000(r0) and T+ = ∑
K
i=0

1
i! [(r

′−r0)·∇]ig100(r0). Again the
integrand in I1 and I3 are all CK−1 at r′→ r and C∞ elsewhere, so that Gauss quadrature
converges in the rate of O(N−K−3).

The integral I2 and I4 can be approximately evaluated,




I2=
K

∑
i=0

1

i!

∫∫∫

x<0

[r′′ ·∇]ig(r)e−a(r′′)K+1

4πr′′
dr

′′+O
(

e−aDK+1
)

,

I4=
K

∑
i=0

1

i!

∫∫∫

x>0

[r′′ ·∇]ig(r)e−a(r′′)K+1

4πr′′
dr

′′+O
(

e−aDK+1
)

.

(3.15)

These integrals can be computed analytically.

Case 3. When r is close to an edge of Ω000, for example r = (x0,y0,z0) close to
(Lx/2,Ly/2,z). We use the Taylor expansion of g000, g100, g010 and g110 at the point
(Lx/2,Ly/2,z). The domain B is divided into four parts by the two perpendicular planes
x= Lx/2 and y= Ly/2. Similar to Case 2, each part corresponds to a Gauss quadrature
and an approximated analytical expression.
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Case 4. When r is close to a corner of Ω000, for example r=(x0,y0,z0) close to the corner
(Lx/2,Ly/2,Lz/2). We use the Taylor expansion of all g000, g100, g010 and g110, g001, g101,
g011 and g111 at the point (Lx/2,Ly/2,Lz/2). The domain B is divided into eight parts by
the three perpendicular planes x= Lx/2, y= Ly/2 and z= Lz/2. Similar to Cases 2 and 3,
each part corresponds to a Gauss quadrature and an approximated analytical expression.

Remark 3.1. When evaluating ∇V(r), we can use the same method as described. The
only difference is the kernel function becomes ∇G(r,r′). The convergence rate will be 1
order lower.

Remark 3.2. To evaluate the summations in the Gauss quadrature, we use the bbFMM
[42], which is a fast multipole formulation for non-oscillatory kernel with small prefactor.

3.4 Summary of the algorithm

In summary, the Poisson solver is composed of the following steps.
Initially, one introduces a ball B of radius R, which includes the central box Ω. The

image source function gijk(r) within B is generated as described in Section 2, and the
monitoring points are distributed on the boundary of Ω. One then constructs the matrix
M for the harmonic surface mapping according to boundary conditions and computes
the QR factorization of M. Since the size of M is Nm-by-Nb, the QR factorization has
complexity O(NmN2

b ).
Next, one evaluates V(r)=

∫
B g(r′)G0(r,r′)dr′ and its derivatives if any at the monitor-

ing points according to the boundary conditions, using the method described in Section
3. The number of quadrature points Ns is order of N3 for the use of the N-point Gauss
quadrature in each dimension. The complexity of this step is O(Ns+Nm) by using the
FMM. The least-square problem is then solved to get coefficients Am

n with complexity
O(N2

b ), and the image charges on surfaces are computed by Eq. (3.8) and Fibonacci inte-
gration with complexity O(NbNo).

Finally, for any given point r ∈Ω, u(r)=V(r)+W(r) is evaluated using the method
described in Section 3 and the FMM with complexity O(Ns+No).

Remark 3.3. The total complexity of the full algorithm is O(Ns+NmN2
b +NbNo). In the

case of Nm,Nb and No much smaller than Ns, the complexity is O(Ns) and the algorithm
is linear scaling.

4 Numerical examples

The performance of our algorithm is tested by three examples. The situation with a point
source has been discussed in [27]. In this section, we focus on smooth source terms (Ex-
ample 4.1) and piecewise smooth source terms (Examples 4.2 and 4.3). In the calculations,
we solve Poisson’s equations in a cubic box Ω=[−1,1]3, and the reference “exact” solu-
tion uses the result of higher accuracy. The number of monitoring points is fixed to be
Nm =2P2 which approximates 2Nb.
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Example 4.1. Consider the Poisson’s equation −∇2u = f in the cube Ω with a smooth
function source,

f (r)=−2[(x2−1)(y2−1)+(y2−1)(z2−1)+(x2−1)(z2−1)], (4.1)

and Dirichlet boundary condition u|∂Ω = 0, which has exact solution u(x,y,z) = (x2−
1)(y2−1)(z2−1). Four different source points are used to test the accuracy where S1=
(0.01,0.01,0.01) is close to the center of Ω, S2=(0.01,0.01,0.99) is close to a surface, S3=
(0.01,0.99,0.99) is closed to an edge and S4=(0.99,0.99,0.99) is close to a corner.

Fig. 2(a) shows the error convergence in evaluating V(r) with varying a, where the
parameters for the algorithm take R=1.2

√
3, K=3 and the field point r=(0.9,0.9,0.9). The

figure shows that the accuracy is not sensitive to the magnitude of a, and a≈50 is good
enough such that the asymptotic error does not influence the numerical approximation.
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Figure 2: Accuracy and convergence rate for smooth source as function of quadrature point N. Panels (a-c)
display the accuracy of V(r) in the cases of (a) varying the range a, (b) varying the Taylor truncation term K,
and (c) varying the location of the field point; (d) the error of the whole algorithm. Panels (b-d) also show
fitted convergence rates.
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Fig. 2(b) takes R = 2
√

3, a = 50 and the same field point for different K, and the result
verifies that the accuracy of the algorithm is about O(N−(K+3)) if the source function f
exists nonzero partial derivatives of order K+1. Fig. 2(c-d) displays the error convergence
in evaluating V(r) and u(r) for the four locations of the field point with the parameters
being R= 2

√
3, K= 3, P= 25, a= 50 and No = 1976. It is observed that the convergence

rate is approximate to O(N−6) for all four sites S1-S4.

Example 4.2. We consider the Poisson’s equation with a piecewise smooth function f
which has a discontinuous derivative,

f (r)=

{
−2(z2+2z)(x2+y2−2), for z<0,

0, for z≥0,
(4.2)

with mixed boundary conditions, namely, Neumann boundary on a face at z=−1, and
Dirichlet boundary on the other five faces. This is more difficult problem due to the
non-smoothness of the source and the mixed boundary condition. The same four source
points S1-S4 as the previous example are used to test the accuracy.

We test the accuracy of evaluating V(r). Fig. 3(a) shows the error convergence for
the four field sites with R = 2

√
3, K = 3, P= 25 and a = 50. It is observed that the con-

vergence rate remains ∼O(N−6) in spite of the nonsmooth source. Fig. 3(b) illustrates
errors for the four field sites as function of No. These curves have almost the same ten-
dency, demonstrating that the convergence rate is almost independent of the location of
the field point. Fig. 3(c) displays the results as function of P with varying λ=R/

√
3 for a

given field point r=S1 and No=1976. Again, the error decreases rapidly with the increase
of P and using a larger λ will improve the results. Finally, we display the accuracy of the
whole algorithm in Fig. 3(d) for this example using the same parameters as panel (a). It
is observed that the convergence rate remains to be O(N−6), independent of the location
of the field point.

To investigate the time performance, Fig. 3(e-f) illustrate the time cost of fast Poisson
solver developed in this paper. Each data point has five repeated tests to obtain estimates
of the average CPU time. The calculations are performed on an otherwise idle machine
(Intel Xeon E5-2680v4, 14 cores, 2.40 GHz). Fig. 3(e) shows the CPU time for four sets
of target points, W1, W2, W3 and W4, with R = 2

√
3, K = 3, P = 15 and a = 50. Each of

W1, W2, W3 and W4 contains 1000 different target points which are closed to the center,
a surface, an edge and a corner, respectively. It is observed that the growth rate of CPU
time remains linear scaling with increasing Ns. In panel (f), the CPU time as function of
Ntar (the number of target points) is shown for different error levels ε∞=10−4, 10−6, 10−8

and 10−10. The maximal absolute error is defined by

ε∞ :=

max
i=1,···,Ntar

∣∣ui
HSMA−ui

ref

∣∣

max
i=1,···,Ntar

∣∣ui
ref

∣∣ , (4.3)
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Figure 3: Accuracy, convergence rate and time performance for nonsmooth source. (a) Error in evaluating V(r);
(b) error of varying the number No for r=S1; (c) error with varying the number of the spherical harmonic bases
for different λ with N= 40; (d) error of the whole algorithm; (e) CPU time increases with Ns; (f) CPU time
increases with Ntar. Panels (a,d) also show the convergence rates by the least square fitting. Black dotted line
in panels (e-f) shows the linear scaling.
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Table 1: Algorithm parameters used to determine CPU performance at different error levels.

λ P Ns No

ε∞ =10−4 1.5 8 20 756

ε∞ =10−6 1.6 11 40 756

ε∞ =10−8 1.7 15 60 1222

ε∞ =10−10 1.7 20 80 1976

where ui
HSMA is the solution evaluated of the fast Poisson solver developed in this paper

and ui
ref is obtain by the same algorithm with parameters enforcing a much higher preci-

sion. The target points are all randomly distributed in Ω. The algorithm parameters used
to attain these accuracies are listed in Table 1. Unsurprisingly, these curves show O(Ntar)
scaling. Whereas increasing the accuracy from ε∞ = 10−4 to ε∞ = 10−10 evidently leads
to an increase in CPU time, due to the incorporation of more truncated spherical basis,
more quadrature points and larger auxiliary sphere.

Example 4.3. In the third example, we consider the Poisson’s equation with the same
mixed boundary condition as Example 4.2, but with a discontinuous source f which
is 1 for r ∈ [−0.5,0.5]3 and zero elsewhere. Four different source points are used to
test the accuracy where T1=S1 is close to the center of Ω, T2= (0.01,0.01,0.49) and
T3= (0.01,0.01,0.51) are two points close to the discontinuous interface of the source,
and T4=S4 is close to a corner point of the central box. We take N=40, R=2

√
3, K=3,

P=25, a=50 and No=1976. Fig. 4 shows the accuracy and convergence of evaluating V(r)
and u(r) respectively in two panels. The spectral convergence for the four sites can be
observed.
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Figure 4: Accuracy and convergence rate for the discontinuous source. (a) Error in evaluating V(r); (b) error
of the whole algorithm.
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5 Conclusion

We have developed an efficient and highly accurate algorithm for solving the Poisson’s
equation in three dimensional cuboidal domain with mixed boundary conditions, which
can reach arbitrary order of accuracy even for a nonsmooth source. By using the ICM
and harmonic surface mapping, the algorithm transforms the solution into the superpo-
sition of discrete points of Coulomb form and can thus be accelerated by the FMM to
achieve linear scaling operation with respect to the number of quadrature points. This
method will be promising in many practical applications such as molecular dynamics
and electronic structure calculations.
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