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Abstract. An energy-preserving scheme is proposed for the coupled Gross-Pitaevskii
equations. The scheme is constructed by high order compact method in the spatial
direction and average vector field method in the temporal direction, respectively. The
scheme is energy-preserving, stable, and of sixth order in space and of second order
in time. Numerical experiments verify the theoretical results. The dynamic behavior
modeled by the coupled Gross-Pitaevskii equations is also numerically investigated.
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1 Introduction

In Bose-Einstein condensates (BECs) community, using mean field approximation, the
two-component time-dependent dimensionless coupled Gross-Pitaevskii (CGP) equa-
tions with external potentials and effective Rabi frequencies is as follows [11, 16, 22, 23,
25, 35]

iut =
(
− 1

2
∆+s1(x,y)+β11|u|2+β12|v|2

)
u−Lzu−λv, (x,y)∈R2, t>0, (1.1a)

ivt =
(
− 1

2
∆+s2(x,y)+β21|u|2+β22|v|2

)
v−Lzv−λu, (x,y)∈R2, t>0, (1.1b)

where i2 =−1, and ∆ is the Laplace operator. We only consider two-dimensional case,
i.e., ∆=∂xx+∂yy in this paper. u(x,y,t), v(x,y,t) are the complex-valued wave functions.
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sl(x,y) (l=1,2) are the real-valued external trapping potential functions. In the harmonic
potentials, they are generally in the forms

sl(x,y)=
1
2
(ω2

x,lx
2+ω2

y,ly
2)

with dimensionless frequencies ωx,l and ωy,l (l = 1,2) in the x and y directions, respec-
tively. The action between intra-component and inter-component atomic is represented
by

βlk =βkl =
4πN0αlk

α0
, k,l=1,2,

with N0 being the total numbers of the particles in BECs, α0 being the dimensionless
spatial unit, and αkl = αlk being the s-wave scattering lengths between the l-th and k-th
components (positive for repulsive interaction and negative for attractive interaction). Lz
is the rotating angular momentum with rotating speed Ω, defined as

Lz = iΩ(y∂x−x∂y).

λ is the effective Rabi frequency to realize the internal atomic Josephson junction by a
Raman transition. If there is no effective Rabi frequency and no rotation, i.e., λ= 0 and
Ω=0, the CGP equations collapse to the coupled nonlinear Schrödinger equations, they
have been discussed by many authors [21].

Under appropriate assumption, to make the problem well-posed, with the following
initial data

u(x,y,0)=u0(x,y), v(x,y,0)=v0(x,y), (1.2)

the problem (1.1a)-(1.2) satisfies the following laws [5].

• The component-masses

Mu(t)=
∫

R2
|u(x,y,t)|2dxdy and Mv(t)=

∫
R2
|v(x,y,t)|2dxdy

with respect to the u-component and v-component particles, respectively, satisfy
the equalities

d
dt
Mu(t)=−λ

∫
R2

(
v(x,y,t)u(x,y,t)−u(x,y,t)v(x,y,t)

)
dxdy, (1.3a)

d
dt
Mv(t)=−λ

∫
R2

(
u(x,y,t)v(x,y,t)−v(x,y,t)u(x,y,t)

)
dxdy. (1.3b)

Therefore, the total mass of the particles of the system is an invariant, that is,

M(t)=Mu(t)+Mv(t)=M(0). (1.4)

Furthermore,Mu(t)=Mu(0) andMv(t)=Mv(0) in case of λ=0. This indicates
that the particle masses of each component are conserved.
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• The energy of the system is conserved, that is,

E(t)=
∫

R2

[
1
2
|∇w|2+sT|w|2−wT Lzw+

1
2
(|w|2)T β|w|2−λwTw⊥

]
dxdy

=E(0), (1.5)

where

w(x,y,t)=
[

u(x,y,t)
v(x,y,t)

]
, s(x,y)=

[
s1(x,y)
s2(x,y)

]
, β=

[
β11 β12
β21 β22

]
,

|w|2=
[
|u|2
|v|2

]
, ww⊥=uv+vu.

A lot of efficient numerical methods have been proposed to study the GP equation
with/without the angular momentum rotation terms, including finite difference meth-
ods [4, 9, 12, 15, 18, 33, 34], time-splitting spectral methods [3, 5, 6, 26, 31]. Of course, all
of these methods have their advantages and disadvantages. For example, finite differ-
ence methods are easily to deal with variable coefficients problems, but there are addi-
tional troubles for irregular domains. Spectral methods have exponential convergence
rate for smooth problems, but are difficult to deal with the angular momentum terms be-
cause they are spatial variables dependent. Splitting methods are easily to deal with the
multidimensional problems [27], but often destroy the essential structure of the original
system, such as energy, mass. This motivates us to construct high accuracy and structure-
preserving schemes for the CGP equations.

The tendency towards highly accurate numerical methods for partial differential
equations (PDEs) has excited a renewed interest recently, especially accurate methods
with small stencils, i.e., high order compact (HOC) method. This kind of numerical
method features high accuracy (at least second order higher than general finite difference
schemes), small stencil (less nodes needed to obtain the same order scheme comparing
to general finite difference schemes) [20, 21]. Moreover, as pointed out by Adam, their
truncation errors are about four to six times smaller than the same order noncompact
schemes [1]. They are favored in various differential equations, such as parabolic type
equations [19], Schrödinger-type equations [12, 14, 21, 30, 32].

As is well known, the energy conservation law is an important and intrinsic property
for an autonomous Hamiltonian system [29]. Therefore, it is necessary and significant to
develop energy-preserving numerical schemes for the CGP equations. However, most
of the existing literatures ignore the energy structure of the CGP equations, especially in
multidimensional case. In this paper, we intend to propose an energy-preserving scheme
for the CGP equations by the average vector field (AVF) method which was introduced by
Quispel et al. recently [24,28]. One of the excellent advantages of the AVF method is that
it can preserve the energy invariant automatically [7,8,13]. Moreover, it is relatively easy
to construct temporal high order energy-preserving schemes for Hamiltonian systems.
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We discretize the CGP equations with HOC method in the spatial direction and AVF
method in the temporal direction, respectively.

This paper is organized as follows. In Section 2, we present an HOC-AVF scheme
for the CGP equations obtained by HOC method in space and AVF method in time. By
theoretical analysis, we find the scheme is energy-preserving, of sixth order in space and
second order in time. The convergence of this scheme is investigated in Section 3. In
Section 4, some numerical experiments are reported to verify the theoretical analysis.
Finally, some conclusions and remarks are given in Section 5.

2 An HOC-AVF scheme for the CGP equations

In this section, we propose an HOC-AVF scheme for the CGP equations (1.1a)-(1.1b).
In practical numerical computing, we always truncate the whole plane R2 into a large
enough but bounded rectangle D=[xl ,xr]×[yl ,yr]. For simplicity, we numerically study
the CGP equations (1.1a)-(1.1b) constrained by periodic boundary condition. The scheme
and its theoretical results can be extended to general homogeneous Dirichlet boundary
condition with a minor modification.

Before developing the numerical scheme, we give some notations: xj = xl+ jhx,
yk = yl+khy, tn = nτ (j = 0,1,··· J; k = 0,1,··· ,K; n = 0,1,··· ,N) with hx = (xr−xl)/J,
hy = (yr−yl)/K, τ = T/N. We define the index sets Sp = {(j,k)|j = 1,··· , J; k = 1,··· ,K},
TN={n|n=0,1,··· ,N}, and the periodic function space

Xp={u=(ujk)(j,k)∈ Sp
|ujk =uJ+j,k, ujk =uj,K+k}⊆CJ×K.

We denote the exact solutions

Un
jk =u(xj,yk,tn), Vn

jk =v(xj,yk,tn),

and approximate solutions

un
jk≈u(xj,yk,tn), vn

jk≈v(xj,yk,tn), δtun
jk =

un+1
jk −un

jk

τ
,

δ+x ujk =
uj+1,k−ujk

hx
, δ+y ujk =

uj,k+1−ujk

hy
,

δ2
xujk =

uj+1,k−2ujk+uj−1,k

h2
x

, δ2
yujk =

uj,k+1−2ujk+uj,k−1

h2
y

, h=max{hx,hy}.

We define inner product and associated norms, for vectors u, v,φ,ϕ∈Xp,

〈u, v〉=hxhy

J

∑
j=1

K

∑
k=1

ujkvjk, ‖u‖=
√
〈u, u〉, 〈(u,v),(ϕ,φ)〉= 〈u,ϕ〉+〈v,φ〉,
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‖(u, v)‖=
√
〈u, u〉+〈v, v〉, ‖u‖p =

(
hxhy

J

∑
j=1

K

∑
k=1
|ujk|p

)1/p

, ‖u‖∞ = max
(j,k)∈Sp

|ujk|,

|u|1=‖∇hu‖=
√
‖δ+x u‖2+‖δ+y u‖2, |(u,v)|1=

√
|u|21+|v|21.

To construct the HOC-AVF scheme, we first review the HOC method and the AVF
method.

2.1 High order compact method

High order compact (HOC) method is a kind of efficient numerical method to approxi-
mate derivatives. It discretizes the derivatives with the fewest nodes to get the expected
accuracy. In order to get higher accuracy with fewer nodes, we solve the derivatives im-
plicitly rather than explicitly. The basic idea lying in this kind of method is to equate a
linear combination of derivative values at adjacent nodes to a linear combination of func-
tion values at the adjacent nodes. Then we can determine the combination coefficients
according to the power of step size h. To make the accuracy as high as possible, here we
use symmetric stencil and symmetric coefficients. Furthermore, this kind of choice can
reduce the dissipation of the scheme. We will detail this idea for u′(xj) and u′′(xj) with
sixth order HOC method.

For u′(xj), we start from an implicit discretization in the form [1, 14, 20]

α1u′j−1+u′j+α1u′j+1=b1
uj+2−uj−2

4h
+a1

uj+1−uj−1

2h
, j=1,··· , J, (2.1)

where a1, b1 and α1 are undetermined parameters which depend on the accuracy con-
straints. By Taylor expansions of all the involved arguments uj, u′j, pairing the series
according to the power of h, we obtain

a1+b1=1+2α1, second-order,

a1+22b1=2
3!
2!

α1, fourth-order,

a1+24b1=2
5!
4!

α1, sixth-order.

(2.2)

Now it yields a sixth order approximation to u′(xj) with

α1=1/3, a1=14/9, b1=1/9,

whose dominant part of the truncation error is 4
7!

d7u(xj)

dx7 h6. Under the periodic boundary
condition, the approximation to u′(xj) can be written in the matric form

Axu′=Bxu⇒u′=Dxu, (2.3)
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where Dx =A−1
x Bx, and

Ax =
1
5


3 1 1
1 3 1

. . . . . . . . .
1 3 1

1 1 3

, Bx =
1

60h



0 28 1 −1 −28
−28 0 28 1 −1
−1 −28 0 28 1

. . . . . . . . . . . . . . .
−1 −28 0 28 1

1 −1 −28 0 28
28 1 −1 −28 0


.

In a similar way, we can derive an approximation to u′′(xj) with sixth order as follows

α2u′′j−1+u′′j +α2u′′j+1=b2δ2
2xuj+a2δ2

xuj, (2.4)

where δ2
2xuj =

uj+2−2uj+uj−2

4h2 . The coefficients satisfy the following equations
a2+b2=1+2α2, second-order,

a2+22b2=
4!
2!

α2, fourth-order,

a2+24b2=
6!
4!

α2, sixth-order.

(2.5)

The unique solution of Eq. (2.5) is

α2=2/11, a2=12/11, b2=3/11.

Under the periodic boundary conditions, the approximation to u′′(xj) can be written
in the matric form

Axxu′′=Bxxδ2
xu⇒u′′=Dxxδ2

xu, (2.6)

where Dxx = A−1
xx Bxx. With some algebraic operation, we can know that Axx and Bxx can

be written in the form

Axx =
1

15


11 2 2
2 11 2

. . . . . . . . .
2 11 2

2 2 11

, Bxx =
1

20


18 1 1
1 18 1

. . . . . . . . .
1 18 1

1 1 18

.

Remark 2.1. It is obvious that the matrices Ax, Axx, Bxx, Dxx are circulant and symmetric,
while Bx, Dx are circulant and skew-symmetric. They are all real. This kind of matrices
have a lot of properties which are very useful during theoretical derivation. For example,
circulant matrices are communicative, i.e., AxBx = Bx Ax. Moreover, Axx and Dxx are
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positive defined matrices. It is able to be decomposed into Dxx = Cx
TCx. The similar

results for those matrices for y-direction, Dyy =Cy
TCy. Therefore, we can define a new

semi-norm of u and (u,v) by Dxx and Dyy

|̃u|1= ‖̃∇hu‖=
√
〈−Dxxδ2

xu,u〉+〈−Dyyδ2
yu,u〉=

√
‖Cxδ+x u‖2+‖Cyδ+y u‖2,

|̃(u,v)|1=
√
|̃u|

2
1+ |̃v|

2
1.

As we will prove that this semi-norm is equivalent to |u|1=‖∇hu‖.

2.2 Average vector field method

We consider a classical Hamiltonian system

dz
dt

= f (z)=S∇H(z), z(0)= z0, z∈R2m, (2.7)

where S is a skew-symmetric constant matrix, and H :R2m→R is the Hamiltonian energy
functional. The Hamiltonian system (2.7) satisfies

dH(z(t))
dt

=∇H(z)T f (z)=∇H(z)TS∇H(z)=0.

This implies that along the solution trajectory the Hamiltonian energy functional H(z) for
the system (2.7) is independent of time t. As is well known, a numerical scheme that can
preserve the discrete version of this property is attractive. AVF method is starting from
this consideration. An AVF method for the Hamiltonian system (2.7) is defined by [28]

zn+1−zn

τ
=
∫ 1

0
f (ξzn+1+(1−ξ)zn)dξ=S

∫ 1

0
∇H(ξzn+1+(1−ξ)zn)dξ, (2.8)

where τ denotes the time step.

Theorem 2.1. The AVF method (2.8) preserves the energy exactly, i.e.,

Hn+1=H(zn+1)=Hn = ···=H0. (2.9)

Proof. By straightforward computing and using the AVF method (2.8), we have

H(zn+1)−H(zn)

τ

=
1
τ

∫ 1

0

d
dξ

H(ξzn+1+(1−ξ)zn)dξ

=

(∫ 1

0
∇H(ξzn+1+(1−ξ)zn)dξ

)T zn+1−zn

τ

=

(∫ 1

0
∇H(ξzn+1+(1−ξ)zn)dξ

)T

S
∫ 1

0
∇H(ξzn+1+(1−ξ)zn)dξ

=0.
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This suggests that the discrete energy is invariant, i.e.,

Hn+1=Hn.

The proof is completed.

2.3 Numerical scheme for the CGP equations

Now, we discretize the CGP equations (1.1a)-(1.1b) in the spatial direction by the sixth
order HOC schemes (2.3) and (2.6), which result in

i
d
dt

ujk =

[
−1

2
(Dxxδ2

x+Dyyδ2
y)+s1 jk−Lh,z j,k+(β11|ujk|2+β12|vjk|2)

]
ujk−λvjk, (2.10a)

i
d
dt

vjk =

[
−1

2
(Dxxδ2

x+Dyyδ2
y)+s2 jk−Lh,z j,k+(β21|ujk|2+β22|vjk|2)

]
vjk−λujk, (2.10b)

where Lh,z j,k = iΩ(ykDx−xjDy), and Dx, Dy, Dxx, Dyy are the corresponding operators of
the matrices Dx, Dy, Dxx, Dyy.

Then we discretize Eqs. (2.10a)-(2.10b) in time by the AVF method (2.8) and have

iδtun
jk =−

1
2
(Dxxδ2

x+Dyyδ2
y)u

n+ 1
2

jk +s1 jkun+ 1
2

jk −Lh,z j,kun+ 1
2

jk −λvn+ 1
2

jk

+
β11

6

(∣∣∣un
jk

∣∣∣2 un
jk+
∣∣∣un+1

jk

∣∣∣2 un+1
jk +4

∣∣∣∣un+ 1
2

jk

∣∣∣∣2 un+ 1
2

jk

)

+
β12

6

(∣∣∣vn
jk

∣∣∣2 un
jk+
∣∣∣vn+1

jk

∣∣∣2 un+1
jk +4

∣∣∣∣vn+ 1
2

jk

∣∣∣∣2 un+ 1
2

jk

)
, (2.11a)

iδtvn
jk =−

1
2
(Dxxδ2

x+Dyyδ2
y)v

n+ 1
2

jk +s2 jkvn+ 1
2

jk −Lh,z j,kvn+ 1
2

jk −λun+ 1
2

jk

+
β21

6

(∣∣∣un
jk

∣∣∣2 vn
jk+
∣∣∣un+1

jk

∣∣∣2 vn+1
jk +4

∣∣∣∣un+ 1
2

jk

∣∣∣∣2 vn+ 1
2

jk

)

+
β22

6

(∣∣∣vn
jk

∣∣∣2 vn
jk+
∣∣∣vn+1

jk

∣∣∣2 vn+1
jk +4

∣∣∣∣vn+ 1
2

jk

∣∣∣∣2 vn+ 1
2

jk

)
, (2.11b)

where un+ 1
2

jk = 1
2 (u

n
jk+un+1

jk ), etc. The initial data are discretized by

u0
jk =u0(xj,yk), v0

jk =v0(xj,yk). (2.12)

The scheme (2.11a)-(2.11b) can be reformed as a vector form

iδtwn =− 1
2
(Dxxδ2

x+Dyyδ2
y)w

n+ 1
2 +s·wn+ 1

2−Lh,z j,kwn+ 1
2−λJwn+ 1

2

+
1
6

{(
|wn|2β ·w

n+
∣∣∣wn+1

∣∣∣2
β
·wn+1

)
+4
∣∣∣wn+ 1

2

∣∣∣2
β
·wn+ 1

2

}
, (2.13)
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where

J=
[

0 1
1 0

]
, |wn|2=

[
|un|2
|vn|2

]
,

|wn|2β =β

[
|un|2
|vn|2

]
=

[
β11|un|2+β12|vn|2
β21|un|2+β22|vn|2

]
.

The ”·” product denotes the Hadamard product, which takes point-wise product of two
vectors with the same size, i.e., P·Q=(p1q1,p2q2,··· ,pnqn)T if P,Q∈Cn.

By Taylor’s expansion, we know the HOC-AVF scheme (2.11a)-(2.11b) is of sixth order
in space and of second order in time.

3 Numerical analysis

In this section, we investigate the HOC-AVF scheme (2.11a)-(2.11b) theoretically, mainly
concerning on its global convergent rate.

First of all, according to the designing procedure, we have the following discrete en-
ergy conservation law.

Theorem 3.1. The HOC-AVF scheme (2.11a)-(2.11b) of the CGP equations (1.1a)-(1.1b) pre-
serves the energy exactly, i.e.,

Hn =Hn−1= ···=H0, n=1,··· ,N, (3.1)

where

Hn =
1
2

˜‖(∇hun,∇hvn)‖
2
+
(
‖un‖2

s1
+‖vn‖2

s2

)
+

β11

2
‖un‖4

4

+β12
〈
|un|2,|vn|2

〉
+

β22

2
‖vn‖4

4−2λR(〈un,vn〉)−(〈Lh,zun,un〉+〈Lh,zvn,vn〉)

with the weighted 2-norm

‖un‖2
s1
=hxhy∑

j,k
s1 jk|un

jk|2 and ‖vn‖2
s2
=hxhy∑

j,k
s2 jk|vn

jk|2.

HereR(·) means taking real part from a given complex number.
Theorem 3.2. The HOC-AVF scheme (2.11a)-(2.11b) of the CGP equations (1.1a)-(1.1b) admits
the following implicit mass conservation law:

Mn+1−Mn

τ
=

hxhy

12 ∑
j,k


β11

∣∣∣un+1
jk

∣∣∣2−∣∣∣un
jk

∣∣∣2
τ

+β12

∣∣∣vn+1
jk

∣∣∣2−∣∣∣vn
jk

∣∣∣2
τ

 un+1
jk un

jk−un
jkun+1

jk

τ

+

β12

∣∣∣un+1
jk

∣∣∣2−∣∣∣un
jk

∣∣∣2
τ

+β22

∣∣∣vn+1
jk

∣∣∣2−∣∣∣vn
jk

∣∣∣2
τ

 vn+1
jk vn

jk−vn
jkvn+1

jk

τ

τ2, (3.2)

whereMn =‖un‖2+‖vn‖2.
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Proof. This implicit mass conservation law can be verified direction by taking inner prod-
uct of scheme (2.11a)-(2.11b) with un+ 1

2 , vn+ 1
2 and taking the imaginary part.

Proposition 3.1. If the system (1.1a)-(1.1b) is without rotation and without Josephson
junction, i.e., Ω=λ=0, and the interaction constant matrix β is a non-negative or positive
semi-definite matrix, then the solutions of the scheme (2.11a)-(2.11b) are bounded in the
l2 norm. In other words, there exists a positive genetic constant C such that

‖un‖≤C, ‖vn‖≤C, n∈TN . (3.3)

Proof. By the discrete energy conservation law (3.1), if Ω=λ=0, we have

max{‖un‖2,‖vn‖2}≤CHn =CH0=C. (3.4)

Here we have used the fact that every term inHn is non-negative if Ω=λ=0.

Theorem 3.3. For any given wn =[un,vn]T∈Xp×Xp, there exists a solution

wn+1=[un+1,vn+1]T∈Xp×Xp

of the HOC-AVF scheme (2.11a)-(2.11b).

Proof. First, for any given wn∈Xp×Xp, we rewrite vector form (2.13) as

wn+ 1
2 =wn− τ

2
i
(
Lwn+ 1

2 +
1
6
N (wn+ 1

2 )

)
, (3.5)

where

L=−1
2
(Dxxδ2

x+Dyyδ2
y)+s·−Lh,z j,k−λJ,

N (wn+ 1
2 )=

(
|wn|2β ·w

n+
∣∣∣2wn+ 1

2−wn
∣∣∣2

β
·(2wn+ 1

2−wn)

)
+4
∣∣∣wn+ 1

2

∣∣∣2
β
·wn+ 1

2 .

Define a mapping Φ : Xp×Xp→Xp×Xp as

Φ(w)=w−wn+
τ

2
i
(
Lw+

1
6
N (w)

)
. (3.6)

It is obvious that Φ is continuous from Xp×Xp to Xp×Xp. Taking inner product of
Eq. (3.6) with w, one has

〈Φ(w),w〉= 〈w,w〉−〈wn,w〉+ τ

2
i
〈(
Lw+

1
6
N (w)

)
,w
〉

. (3.7)

It is apparently that the third part in the right side of the above equality is a purely
imaginary number. Therefore, the real part of Eq. (3.7) is

R(〈Φ(w),w〉)=‖w‖2−R(〈wn,w〉)≥‖w‖2−‖w‖‖wn‖. (3.8)
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This indicates that

lim
‖w‖→∞

|〈Φ(w),w〉|
‖w‖ =∞.

Thus, Φ is a surjective mapping. It is easy to derive that there exists a solution wn+ 1
2

satisfying Φ(wn+ 1
2 )=0 by Brouwer fixed point theorem [17].

Lemma 3.1 (Gronwall’s Inequality, [36]). Suppose that the discrete function {wn|n = 1,··· ,
N;Nτ=T} satisfies the inequality

wn−wn−1≤Aτwn+Bτwn−1+Cnτ, (3.9)

where A, B and Cn (n=1,··· ,N) are nonnegative constants. Then

max
1≤n≤N

|wn|≤
(

w0+τ
N

∑
l=1

Cl

)
e2(A+B)T, (3.10)

where τ is sufficiently small, such that

(A+B)τ≤ N−1
2N

, (N>1).

Lemma 3.2. For any complex functions U, V, W, u, v, w∈Xp, one has

UVW−uvw=VWeu+uWev+uvew

=UWev+UVew+VWeu−Uevew−Veuew−Weuev+euevew, (3.11)

where eu =U−u, ev =V−v, ew =W−w.

Proof. This identity can be verified by direct computing.

For convenience, we define a Sobolev space:

Y=C4([0,T],W2,∞(D))∩C3([0,T],W4,∞(D))∩C2([0,T],W6,∞(D)∩H1
0(D)).

For simplicity, ϕ.(τ2+h6) denotes that there exists a constant C independent of τ and h,
such that ϕ≤C(τ2+h6).

Theorem 3.4. Assume that, in the CGP equations (1.1a)-(1.1b), the potential functions s1(x,y),
s2(x,y)∈C(D), and the exact solutions Wn

jk =[Un
jk,Vn

jk]
T ∈Y×Y. Then there are two constants

τ0 and h0, for sufficiently small τ∈(0,τ0], h∈(0, h0], we have the following local truncation error
estimation for the HOC-AVF scheme (2.11a)-(2.11b)

‖εn
1‖. (h6+τ2), ‖εn

2‖. (h6+τ2), n∈TN . (3.12)
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Proof. We define the point-wise local truncation error at (xj,yk,tn)

ε1
n
jk = iδtUn

jk+
1
2
(Dxxδ2

x+Dyyδ2
y)U

n+ 1
2

jk −s1 jkUn+ 1
2

jk +Lh,z j,kUn+ 1
2

jk +λVn+ 1
2

jk

− β11

6

(
|Un

jk|2Un
jk+|Un+1

jk |
2Un+1

jk +4
∣∣∣∣Un+ 1

2
jk

∣∣∣∣2Un+ 1
2

jk

)

− β12

6

(
|Vn

jk|2Un
jk+|Vn+1

jk |2Un+1
jk +4

∣∣∣∣Vn+ 1
2

jk

∣∣∣∣2Un+ 1
2

jk

)
, (3.13a)

ε2
n
jk = iδtVn

jk+
1
2
(Dxxδ2

x+Dyyδ2
y)V

n+ 1
2

jk −s2 jkVn+ 1
2

jk +Lh,z j,kVn+ 1
2

jk +λUn+ 1
2

jk

− β21

6

(
|Un

jk|2Vn
jk+|Un+1

jk |
2Vn+1

jk +4
∣∣∣∣Un+ 1

2
jk

∣∣∣∣2Vn+ 1
2

jk

)

− β22

6

(
|Vn

jk|2Vn
jk+|Vn+1

jk |2Vn+1
jk +4

∣∣∣∣Vn+ 1
2

jk

∣∣∣∣2Vn+ 1
2

jk

)
. (3.13b)

Let

Û=U(tn+ 1
2
), Ût =Ut(tn+ 1

2
), V̂=V(tn+ 1

2
), V̂t =Vt(tn+ 1

2
),

etc. by Taylor expansion, we have

Un = Û− τ

2
Ût+

τ2

8
Ûtt+O(τ3), Vn+1= V̂+

τ

2
V̂t+

τ2

8
V̂tt+O(τ3),

Un+ 1
2 =

1
2

(
Un+Un+1

)
= Û+

τ2

8
Ûtt+O(τ4), δtVn

jk = V̂t+
τ2

24
V̂ttt+O(τ4).

It is obvious that we have

|Un|2= |Û|2− τ

2
(
|Û|2

)
t+O(τ

2), |Vn+1|2= |V̂|2+ τ

2
(
|V̂|2

)
t+O(τ

2),

Thus, one has

|Un|2Vn+|Un+1|2Vn+1=2|Û|2V̂+O(τ2),
∣∣∣Un+ 1

2

∣∣∣2Vn+ 1
2 = |Û|2V̂+O(τ2).

This implies that the local truncation errors from time in the nonlinear part in ε1
n
jk, ε2

n
jk are

O(τ2). It is clearly that the local truncation errors from time in the linear part in ε1
n
jk, ε2

n
jk

areO(τ2). Therefore, the total local truncation errors from time in ε1
n
jk, ε2

n
jk areO(τ2), i.e.,

second order in time. In the following we are concerned with the local truncation error
from space.

It can be observed from the definition of Ax, Axx, Bx,Bxx that
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

AxUx j =
∂U(xj)

∂x
+

1
5

∂3U(xj)

∂x3 h2
x+

1
60

∂5U(xj)

∂x5 h4
x+O(h6

x),

BxUj =
∂U(xj)

∂x
+

1
5

∂3U(xj)

∂x3 h2
x+

1
60

∂5U(xj)

∂x5 h4
x+O(h6

x),

AxxUxx j =
∂2U(xj)

∂x2 +
2
15

∂4U(xj)

∂x4 h2
x+

1
90

∂6U(xj)

∂x6 h4
x+O(h6

x),

Bxxδ2
xUj =

∂2U(xj)

∂x2 +
2
15

∂4U(xj)

∂x4 h2
x+

1
90

∂6U(xj)

∂x6 h4
x+O(h6

x).

(3.14)

To get the local truncation errors in the x and y directions, we consider them one by one.
First, we derive it in the x direction. To the purpose, we rewrite (1.1a) and (3.13a) as

Uxx+2ΩiyUx =−2iUt−Uyy+2ΩixUy+2[s1U+(β11|U|2+β12|V|2)U−λV]

,F(x,y), (3.15a)

AxBxxδ2
xUn+ 1

2
jk +2iΩyk AxxBxUn+ 1

2
jk

=Axx Ax

{
2ε1

n
jk−2iδtUn

jk−Dyyδ2
yUn+ 1

2
jk +2s1 jkUn+ 1

2
jk +2iΩxjDyUn+ 1

2
jk

−2λVn+ 1
2

jk +
2β11

6

(
|Un

jk|2Un
jk+|Un+1

jk |
2Un+1

jk +4
∣∣∣∣Un+ 1

2
jk

∣∣∣∣2Un+ 1
2

jk

)

+
2β12

6

(
|Vn

jk|2Un
jk+|Vn+1

jk |2Un+1
jk + 4

∣∣∣∣Vn+ 1
2

jk

∣∣∣∣2Un+ 1
2

jk

)}

,Axx Ax

[
2ε1

n
jk+Fn+ 1

2
jk

]
. (3.15b)

From Eq. (3.15a), one has

∂4U
∂x4 +2Ωiy

∂3U
∂x3 −

∂2F
∂x2 =0,

∂6U
∂x6 +2Ωiy

∂5U
∂x5 −

∂4F
∂x4 =0. (3.16)

Inserting Eqs. (3.14) into Eq. (3.15b), it yields

2Ax Axxε1
n
jk =AxBxxδ2

xUjk+2iΩyk AxxBxUjk−Axx AxFjk

=Ax

[
∂2U
∂x2 +

2
15

∂4U
∂x4 h2

x+
1
90

∂6U
∂x6 h4

x

]
+2Ωiyk Axx

[
∂U
∂x

+
1
5

∂3U
∂x3 h2

x+
1
60

∂5U
∂x5 h4

x

]
−Axx

[
Fjk+

1
5

∂2F
∂x2 h2

x+
1
60

∂4F
∂x4 h4

x

]
+2ε1

n
jk+O(h6

x)

=

[
∂2U
∂x2 +

1
5

∂4U
∂x4 h2

x+
1

60
∂6U
∂x6 h4

x

]
+

2
15

[
∂4U
∂x4 +

1
5

∂6U
∂x6 h2

x

]
h2

x+
1
90

∂6U
∂x6 h4

x+2Ωiyk

×
[(

∂U
∂x

+
2
15

∂3U
∂x3 h2

x+
1

90
∂5U
∂x5 h4

x

)
+

1
5

(
∂3U
∂x3 +

2
15

∂5U
∂x5 h2

x

)
h2

x+
1
60

∂5U
∂x5 h4

x

]
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−
[

F+
2

15
∂2F
∂x2 h2

x+
1
90

∂4F
∂x4 h4

x

]
− 1

5

[
∂2F
∂x2 +

2
15

∂4F
∂x4 h2

x

]
h2

x−
1
60

∂4F
∂x4 h4

x+O(h6
x)

=

(
∂2U
∂x2 +2Ωiyk

∂U
∂x
−F
)
+

1
3

(
∂4U
∂x4 +2Ωiyk

∂3U
∂x3 −

∂2F
∂x2

)
h2

x

+
49
900

(
∂6U
∂x6 +2Ωiyk

∂5U
∂x5 −

∂4F
∂x4

)
h4

x+O(h6
x)

=O(h6
x). (3.17)

In the last equality we have used the equalities (3.16). For simplicity and convenient, we
also neglected all the time index n+ 1

2 and spatial index (j,k) without confusion. There-
fore, the truncation error ε1

n
jk in the x-direction is of sixth order due to the boundedness

of Ax, Axx. Therefore, the HOC-AVF scheme (2.11a)-(2.11b) is of sixth order in the x di-
rection. With a similar procedure, one can find that it is of sixth order in y direction. We
can derive that ε2

n
jk is also of sixth order in space. In summary, the estimation (3.12) is

true. This completes the proof.

Define the global point-wise error functions e1
n
jk, e2

n
jk∈Xp as

e1
n
jk =Un

jk−un
jk, e2

n
jk =Vn

jk−vn
jk, (j, k)∈Sp, n∈TN .

To get the global error estimation, we need the follows lemmas:

Lemma 3.3 ([32, 36]). For any grid function u∈Xp, there is

‖u‖4
4≤‖u‖2(2‖∇hu‖+‖u‖/l)2, where l=min{xr−xl ,yr−yl}. (3.18)

Lemma 3.4. For any grid function u∈Xp, the two semi-norms |u|1 and |̃u|1 of u defined pre-
viously are equivalent, that is, there exists two positive constants C1 =1 and C2 =2

√
3/7, such

that

C1‖∇hu‖≤‖̃∇hu‖≤C2‖∇hu‖. (3.19)

Proof. Reminding that Dxx=A−1
xx Bxx, Dyy=A−1

yy Byy and that Axx, Ayy, Bxx, Byy are circlant
matrices [32], their eigenvalues are in the form

λAxx j =
1
15

(11+4cosθx j), λBxx j =
1

20
(18+2cosθx j),

λAyy k
=

1
15

(11+4cosθyk), λByy k
=

1
20

(18+2cosθyk),

where θx j =2jπ/J and θyk =2kπ/K. Therefore, the eigenvalues of Dxx and Dyy are

λDxx j =
(2cosθx j+18)/20
(4cosθx j+11)/15

=
3
2

cosθx j+9
4cosθx j+11

, j=1,··· , J,

λDyy k
=

(2cosθyk+18)/20
(4cosθyk+11)/15

=
3
2

cosθyk+9
4cosθyk+11

, k=1,··· ,K.



L. Wang, W. J. Cai and Y. S. Wang / Adv. Appl. Math. Mech., 13 (2021), pp. 203-231 217

It is clear that 1≤λDxx j≤ 12/7 and 1≤λDyy k
≤ 12/7 for all j,k. Thus, the spectral radius

ρ(Dxx)≤12/7 and ρ(Dyy)≤12/7, and consequently

‖∇hu‖2≤−〈Dxxδ2
xu,u〉−〈Dyyδ2

yu,u〉= ‖̃∇hu‖
2

=〈Dxxδ+x u,δ+x u〉+〈Dyyδ+y u,δ+y u〉
=λDxx‖δ+x u‖2+λDyy‖δ+y u‖2

≤12
7
‖∇hu‖2. (3.20)

This suggests that the two semi-norms are equivalent. The proof is completed.

For the numerical solutions of the HOC-AVF scheme (2.11a)-(2.11b), we have the fol-
lowing error estimations.

Theorem 3.5. Let the assumptions of Theorem 3.4 hold, moreover, assume that the system lacks
of rotation (Ω = 0) and Josephson junction (λ = 0), and the interaction constant matrix β is a
non-negative or positive semi-definite matrix, then we have the following global error estimation
for the HOC-AVF scheme (2.11a)-(2.11b)

‖en
1‖. (h6+τ2), ‖en

2‖. (h6+τ2), n∈TN . (3.21)

Proof. Subtracting Eqs. (3.13a)-(3.13b) from Eqs. (2.11a)-(2.11b) with the assumption Ω=
λ=0, one can obtain the error equations

ε1
n
jk = iδte1

n
jk+

1
2
(Dxxδ2

x+Dyyδ2
y)e1

n+ 1
2

jk −s1 jke1
n+ 1

2
jk −G1

n
jk, (3.22a)

ε2
n
jk = iδte2

n
jk+

1
2
(Dxxδ2

x+Dyyδ2
y)e2

n+ 1
2

jk −s2 jke2
n+ 1

2
jk −G2

n
jk, (3.22b)

or the vector form

εn = iδten+
1
2
(Dxxδ2

x+Dyyδ2
y)e

n+ 1
2−s·en+ 1

2−Gn, (3.23)

where

G1
n
jk =

β11

6

[(∣∣∣Un
jk

∣∣∣2Un
jk−
∣∣∣un

jk

∣∣∣2 un
jk

)
+

(∣∣∣Un+1
jk

∣∣∣2Un+1
jk −

∣∣∣un+1
jk

∣∣∣2 un+1
jk

)
+ 4

(∣∣∣∣Un+ 1
2

jk

∣∣∣∣2Un+ 1
2

jk −
∣∣∣∣un+ 1

2
jk

∣∣∣∣2 un+ 1
2

jk

)]
+

β12

6

[(∣∣∣Vn
jk

∣∣∣2Un
jk−
∣∣∣vn

jk

∣∣∣2 un
jk

)

+

(∣∣∣Vn+1
jk

∣∣∣2Un+1
jk −

∣∣∣vn+1
jk

∣∣∣2 un+1
jk

)
+ 4

(∣∣∣∣Vn+ 1
2

jk

∣∣∣∣2Un+ 1
2

jk −
∣∣∣∣vn+ 1

2
jk

∣∣∣∣2 un+ 1
2

jk

)]
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=
β11

6

{[(
Un

jk

)2
e1

n
jk+
(

Un+1
jk

)2
e1

n+1
jk

]
+2
(∣∣∣Un

jk

∣∣∣2 e1
n
jk+
∣∣∣Un+1

jk

∣∣∣2 e1
n+1
jk

)
−2
(

Un
jk

∣∣∣e1
n
jk

∣∣∣2+Un+1
jk

∣∣∣e1
n+1
jk

∣∣∣2)−(Un
jk

(
e1

n
jk

)2
+Un+1

jk

(
e1

n+1
jk

)2
)

+

(∣∣∣e1
n
jk

∣∣∣2 e1
n
jk+
∣∣∣e1

n+1
jk

∣∣∣2 e1
n+1
jk

)
+ 4

[(
Un+ 1

2
jk

)2

e1
n+ 1

2
jk +Un+ 1

2
jk

∣∣∣∣e1
n+ 1

2
jk

∣∣∣∣2
]}

+
β12

6

{
2
[
R
(

Vn
jke2

n
jk

)(
Un

jk−e1
n
jk

)
+R

(
Vn+1

jk e2
n+1
jk

)(
Un+1

jk −e1
n+1
jk

)]
+

(∣∣∣Vn
jk

∣∣∣2 e1
n
jk+
∣∣∣Vn+1

jk

∣∣∣2 e1
n+1
jk

)
−
(

Un
jk

∣∣∣e2
n
jk

∣∣∣2+Un+1
jk

∣∣∣e2
n+1
jk

∣∣∣2)
+

(∣∣∣e2
n
jk

∣∣∣2 e1
n
jk+
∣∣∣e2

n+1
jk

∣∣∣2 e1
n+1
jk

)
+4
[

2Un+ 1
2

jk R
(

Vn+ 1
2

jk e2
n+ 1

2
jk

)
+

[∣∣∣∣Vn+ 1
2

jk

∣∣∣∣2−2R
(

Vn+ 1
2

jk e2
n+ 1

2
jk

)]
e1

n+ 1
2

jk −
[

Un+ 1
2

jk −e1
n+ 1

2
jk

]∣∣∣∣e2
n+ 1

2
jk

∣∣∣∣2
]}

+
4β11

6

{(
2
∣∣∣∣Un+ 1

2
jk

∣∣∣∣2+∣∣∣∣e1
n+ 1

2
jk

∣∣∣∣2
)
−
(

Un+1
jk e1

n+ 1
2

jk +Un+1
jk e1

n+ 1
2

jk

)}
e1

n+ 1
2

jk

,G11+G12,

G2
n
jk =

β21

6

[(∣∣∣Un
jk

∣∣∣2Vn
jk−
∣∣∣un

jk

∣∣∣2 vn
jk

)
+

(∣∣∣Un+1
jk

∣∣∣2Vn+1
jk −

∣∣∣un+1
jk

∣∣∣2 vn+1
jk

)
+ 4

(∣∣∣∣Un+ 1
2

jk

∣∣∣∣2Vn+ 1
2

jk −
∣∣∣∣un+ 1

2
jk

∣∣∣∣2 vn+ 1
2

jk

)]
+

β22

6

[(∣∣∣Vn
jk

∣∣∣2Vn
jk−
∣∣∣vn

jk

∣∣∣2 vn
jk

)

+

(∣∣∣Vn+1
jk

∣∣∣2Vn+1
jk −

∣∣∣vn+1
jk

∣∣∣2 vn+1
jk

)
+ 4

(∣∣∣∣Vn+ 1
2

jk

∣∣∣∣2Vn+ 1
2

jk −
∣∣∣∣vn+ 1

2
jk

∣∣∣∣2 vn+ 1
2

jk

)]

=
β21

6

{
2
[
R
(

Un
jke1

n
jk

)(
Vn

jk−e2
n
jk

)
+R

(
Un+1

jk e1
n+1
jk

)(
Vn+1

jk −e2
n+1
jk

)]
+

(∣∣∣Un
jk

∣∣∣2 e2
n
jk+
∣∣∣Un+1

jk

∣∣∣2 e2
n+1
jk

)
−
(
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∣∣∣e1
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∣∣∣e1
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+
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jk −
(
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n+ 1
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2
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+
β22
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)2
e2

n
jk+
(
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]
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∣∣∣2 e2
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)
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(
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∣∣∣e2
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∣∣∣2+Vn+1
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∣∣∣e2
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(
e2
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)2
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e2
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+

(∣∣∣e2
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∣∣∣2 e2
n
jk+
∣∣∣e2

n+1
jk

∣∣∣2 e2
n+1
jk

)
+ 4

[(
Vn+ 1

2
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)2

e2
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2
jk +Vn+ 1

2
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∣∣∣∣e2
n+ 1

2
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∣∣∣∣2
]}

+
4β22

6

{(
2
∣∣∣∣Vn+ 1

2
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∣∣∣∣2+∣∣∣∣e2
n+ 1

2
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∣∣∣∣2
)
−
(

Vn+1
jk e2
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2

jk +Vn+1
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2
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)}
e2
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2
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,G21+G22,

where Gm1 is the first two parts in Gm, and Gm2 is the last part in Gm, m=1,2.
To estimate the global error (3.21), we list some prior estimations:
From the discrete energy conservation law (3.1) and the exact solution W =[U,V]T ∈

Y×Y, we have

‖un‖4
4≤C, ‖vn‖4

4≤C, ˜‖∇hun‖≤C, ˜‖∇hVn‖≤C, (3.24a)

‖Un‖∞ =max
j,k

∣∣∣Un
jk

∣∣∣≤C, ‖Vn‖∞ =max
j,k

∣∣∣Vn
jk

∣∣∣≤C. (3.24b)

From these prior estimations, it derives that

‖en‖4
4=‖e

n
1‖

4
4+‖e

n
2‖

4
4≤
(
‖un‖4

4+‖U
n‖4

4

)
+
(
‖vn‖4

4+‖V
n‖4

4

)
≤C. (3.25)

Taking inner product of Eq. (3.23) with en+ 1
2 , then taking the imaginary part, we have

‖en+1‖2−‖en‖2

2τ
=Im(〈εn,en+ 1

2 〉)+ Im(〈Gn,en+ 1
2 〉)

=Im(〈εn,en+ 1
2 〉)+ Im(〈Gn

11,en+ 1
2

1 〉+〈Gn
21,en+ 1

2
2 〉). (3.26)

Here we have used the fact that 〈Gn
12,en+ 1

2
1 〉 and 〈Gn

22,en+ 1
2

2 〉 are real numbers. Conse-
quently, by the prior estimates (3.24), (3.25), the Cauchy-Schwartz inequality and Young
inequality, etc, one has
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.
[
1+‖en

1‖4
4+‖en

2‖4
4+‖en+1

1 ‖4
4+‖en+1

2 ‖4
4

][
‖(en

1 ,en
2 )‖

2+
∥∥∥(en+1

1 ,en+1
2

)∥∥∥2
]

, (3.27a)∣∣∣Im
(
〈εn,en+ 1

2 〉
)∣∣∣≤‖(εn

1,εn
2)‖

2+‖(en
1 ,en

2 )‖
2+
∥∥∥(en+1

1 ,en+1
2

)∥∥∥2
. (3.27b)

Thus, from estimates (3.27a) and (3.27b) and Eq. (3.26) one can obtain

‖en+1‖2−‖en‖2

2τ
=Im(〈εn,en+ 1

2 〉)+ Im(〈Gn,en+ 1
2 〉)≤|〈εn,en+ 1

2 〉|+|〈Gn,en+ 1
2 〉|

≤C(‖en‖2+‖en+1‖2)+C‖εn‖2 .

By virtue of Lemma 3.1, we can obtain that the estimation (3.21) is correct. This completes
the proof.

4 Numerical experiments

In this section, we investigate the HOC-AVF scheme (2.11a)-(2.11b) numerically to the
CGP equations (1.1a)-(1.1b) with/without rotation. In all the examples, we choose the
harmonic potential functions

s1(x,y)= s2(x,y)=
1
2
(x2+y2),

and in the first three examples, the initial data are Gaussian pulses

u0(x,y)=
1√
2π

exp
(
− x2+y2

2

)
, v0(x,y)=

4
√

1.5√
2π

exp
(
− x2+1.5y2

2

)
. (4.1)

Example 4.1 (Accuracy and energy-preserving test). We solve the CGP equations (1.1a)-
(1.1b) with parameters λ=2, Ω=0.6, β11=β22=10, β12=β21=7 by the HOC-AVF scheme
(2.11a)-(2.11b).

In this simulation, we choose a sufficiently large spatial domain D= [−10,10]2 such
that the solution is always almost equal to zero near the boundary points to avoid alias
errors. First, we are interested in verifying the temporal and the spatial convergence
rates. For comparison, the “exact” solution [Un

jk,Vn
jk]

T is obtained with very fine meshes,

e.g., h= 20
320 , τ= 1

100000 . To make the test more accurate, we stop the simulation at t=1. The
point-wise errors are computed by e(un

jk) = un
jk−Un

jk, e(vn
jk) = vn

jk−Vn
jk. The convergence

rate is computed by

rate=
ln(‖e(un(h1))‖p/‖e(un(h2))‖p)

ln(h1/h2)
,

where e(un(h1)) is the numerical error of un
jk at tn obtained under mesh size h1, and so

on. We take p=2 and p=∞ in the tests.
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Table 1: Verification of temporal convergence rate with h= 20
320 .

τ ‖e(un)‖∞ rate ‖e(vn)‖∞ rate ‖e(un)‖2 rate ‖e(vn)‖2 rate
1

4000 4.150e−8 − 1.667e−8 − 2.254e−7 − 1.212e−7 −
1

5000 2.653e−8 2.00 1.006e−8 2.00 1.441e−7 2.00 7.753e−8 2.00
1

8000 1.032e−8 2.00 4.148e−9 2.00 5.608e−8 2.00 3.017e−8 2.00

Table 2: Verification of spatial convergence order with τ= 1
100000 .

h ‖e(un)‖∞ rate ‖e(vn)‖∞ rate ‖e(un)‖2 rate ‖e(vn)‖2 rate
20
40 1.897e−3 − 1.223e−3 − 1.858e−3 − 1.322e−3 −
20
80 2.447e−5 6.28 1.570e−5 6.28 5.298e−5 5.13 3.700e−5 5.16
20

160 4.159e−7 5.88 3.051e−7 5.68 2.042e−6 4.70 1.550e−6 4.58

To get the temporal convergence rate, we fix a fine mesh h= 20
320 . Table 1 shows the

spatial errors in the l∞ and l2 norms and the corresponding convergence rate of the HOC-
AVF scheme (2.11a)-(2.11b) with different τ. Table 2 displays similar results with fixed
small time step τ= 1

100000 and different h.
From Tables 1-2, we can observe that the HOC-AVF scheme (2.11a)-(2.11b) is of second

order in time and of sixth order in space, which verifies the theoretical analysis.
Then we simulate the above problem with the step size hx = hy =

20
160 and τ=0.001 in

the time interval [0,30]. In this experiment, we are interested in the dynamic behavior
of the wave function |un

jk|2 and |vn
jk|2. Certainly, we will also pay attention to evolution

of energy Hn−H0 with time. We also investigate the dynamics of the masses of each
component, i.e.,Mn

u−M0
u,Mn

v−M0
v and the total massMn−M0 withMn=Mn

u+Mn
v .

The contours of the densities |un
jk|2 and |vn

jk|2 at different moments t=0,6,12,18,24,30 are
depicted in Fig. 1 and Fig. 2, respectively. Fig. 3 graphs the error evolution of energy,
component mass and total mass with time.

From these pictures, we can observe that the density functions |un
jk|2 and |vn

jk|2 are
Gaussian distribution from the beginning to the end except that their amplitudes de-
crease and areas expand. The fluctuation range of energy is within machine precision
which indicates discrete energy-preserving. This is consistent with our theoretical analy-
sis. Although the mass of each component is not conserved, the oscillating amplitude is
within a relatively small range. Moreover, the total mass is basically conserved.

Example 4.2 (Dynamics driven by rotation (Ω 6= 0) and free of internal atomic Joseph-
son junction (λ= 0)). In this example, we consider the dynamic behavior of the macro-
scopic wave functions u(x,y,t) and v(x,y,t) driven by rotation and free of internal atomic
Josephson junction, i.e., Ω= 0.6, λ= 0. We take the interaction parameters between the
two components β11 = 9.7, β22 = 10.3, β12 = β21 = 70. We consider the problem in the
spatial domain [−12,12]2. We use the HOC-AVF scheme (2.11a)-(2.11b) to compute the
problem till t=60 with mesh size hx=hy=0.2 and time step length τ=0.001. In Figs. 4-5,
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Figure 1: Contour plots of |un
jk|

2 at different times in Example 4.1.

Figure 2: Contour plots of |vn
jk|

2 at different times in Example 4.1.
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Figure 3: The evolution of energy Hn (top), component mass Mu
n, Mv

n (middle) and total mass Mn

(bottom) in Example 4.1.

we present the contour plots of |un
jk|2 and |vn

jk|2 at t= 0, 12, 24, 36, 48, 60 to observe the
evolution of the densities. The evolution of the residuals of energy, component-mass and
total mass are plotted in Fig. 6.

From these figures, one can observe that the u-wave splits into two smaller Gaussian
pluses immediately, while the v-wave keeps single wave along. As is expected, the en-
ergy is exactly preserved, the fluctuations of component mass and total mass jump in a



224 L. Wang, W. J. Cai and Y. S. Wang / Adv. Appl. Math. Mech., 13 (2021), pp. 203-231

Figure 4: Contour plots of |un
jk|

2 at different times in Example 4.2.

Figure 5: Contour plots of |vn
jk|

2 at different times in Example 4.2.
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Figure 6: The error evolution of energy Hn (top) and mass Mu
n, Mv

n, Mn (bottom) in Example 4.2.

narrow interval.

Example 4.3 (Without rotation). In this example, we consider the dynamic behavior of
the macroscopic wave functions u(x,y,t) and v(x,y,t) free of rotation, that is, Ω= 0. We
choose the parameters λ= 0.5, β11 = 9.7, β22 = 10.3, β12 = β21 = 10. The problem is con-
sidered in the spatial square [−7,7]2. We use the HOC-AVF scheme (2.11a)-(2.11b) to
compute the problem with mesh size hx = hy = 0.1 and τ = 0.001. The simulation time
length is T=20.

In Figs. 7-8, we present the contour plots of |un
jk|2 and |vn

jk|2 at different times to ob-
serve the evolution of the densities. Fig. 9 plots the evolution of the errors of energy,
component mass and total mass over time.

From these figures, we have the following numerical observations:

• The evolutions of the densities of both components are always keeping Gaussian
except the amplitude.

• The energy is preserved exactly from the beginning to the end, which is consistent
with our expectation.
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Figure 7: Contour plots of |un
jk|

2 at different times in Example 4.3.

Figure 8: Contour plots of |vn
jk|

2 at different times in Example 4.3.
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Figure 9: Time evolution of energy Hn (top) and mass Mu
n, Mv

n, Mn (bottom) in Example 4.3.

• From the shape of the error of component mass Mu
n and Mv

n, we can know
that the mass-lossy in u-component is just compensated by the mass-obtain in v-
component. Therefore, we can conjecture that the total mass is basically preserved.

Example 4.4 (Dynamics of quantized vortex lattices). In this example, we are interested
in investigating the quantized vortex lattices in BECs described by the CGP equations
(1.1a)-(1.1b) with the parameters β11=97, β22=103, β12=β21=100, λ=0, Ω=0.9 and the
quadratic potential function s1(x,y)= s2(x,y)= 1

2 (x2+y2). The initial data used for this
example are ground state of the rotating two-component GPEs at equilibrium, which are
obtained by minimizing the energy functional of the system at equilibrium

E(u,v)=
∫

D

[
1
2
(|∇u|2+|∇v|2)+s1|u|2+s2|v|2+

1
2

β11|u|4

+β12|u|2|v|2+
1
2

β22|v|4+Ω(uLzu+vLzv)
]

dxdy.

We set the spatial domain be the square D= [−8,8]2. This ground state is computed by
the backward Euler centered finite difference method and coded by the Matlab toolbox
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Figure 10: Contour plots of |un
jk|

2 at different times in Example 4.4.

Figure 11: Contour plots of |vn
jk|

2 at different times in Example 4.4.
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Figure 12: Time evolution of energy Hn (top) and mass Mu
n,Mv

n, Mn (bottom) in Example 4.4.

provided by Antoine [2]. We simulate the quantized vortex latices by the HOC-AVF
scheme (2.11a)-(2.11b) till t=10 under partition hx=hy=0.125,τ=0.001. Figs. 10-11 show
the the contour plots of the density functions un

jk and vn
jk at different times, while Fig. 12

presents the evolution of the residuals of energy and component mass and total mass.
From these figures, we can see that:

• All the vortex lattices rotate around the origin symmetrically with a similar pattern
to the initial vortex lattices.

• The number (about 8) of the vortex lattices is preserved during the whole dynamic
simulation.

• The energy is exactly preserved up to machine precision. The residual of the mass
of each component is very small from the beginning to the end.

5 Conclusions and remarks

In this manuscript, an energy-preserving scheme is proposed for the CGP equations.
High order compact method and average vector field method are applied in the spa-
tial and the temporal directions, respectively. Then we obtain a sixth order in space and
second order in time energy-preserving scheme. The error estimates of this scheme are
obtained by energy method. Various numerical results in different cases support our
theoretical analysis.
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