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Abstract. For the low-order finite element pair P1−P1, based on full domain parti-
tion technique, a parallel pressure projection stabilized finite element algorithm for
the Stokes equation with nonlinear slip boundary conditions is designed and analyzed.
From the definition of the subdifferential, the variational formulation of this equation
is the variational inequality problem of the second kind. Each subproblem is a global
problem on the composite grid, which is easy to program and implement. The optimal
error estimates of the approximate solutions are obtained by theoretical analysis since
the appropriate stabilization parameter is chosen. Finally, some numerical results are
given to demonstrate the hight efficiency of the parallel stabilized finite element algo-
rithm.
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1 Introduction

In this paper, we shall study the incompressible Stokes problem:{
−ν∆u+∇p= f in Ω,
∇·u=0 in Ω,

(1.1)

with the following homogeneous Dirichlet boundary condition on Γ and nonlinear slip
boundary conditions on S:{

u=0 on Γ,
un =0, −στ(u)∈ g∂|uτ| on S,

(1.2)
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where Ω⊂R2 is a bounded convex domain with a Lipschitz-continuous boundary ∂Ω.
Γ∩S = ∅, Γ∪S = ∂Ω. g≥ 0 is a scalar function stands for the barrier or threshold slip
function; un=u·n and uτ=u·τ are the normal and tangential components of the velocity
on S respectively; the Cauchy stress vector σ is defined as σi =σi(u,p)=(νeij(u)−pδij)nj,

here eij(u)=
∂ui
∂xj +

∂uj

∂xi , δij=1 if i= j and δij=0 if i 6= j, write στ(u)=σ−σnn is the tangential
component of σ. Set φ :R→R=(−∞,+∞] and it contains the properties of convexity and
weak semi-continuity from below (φ is not identical with +∞). The subdifferential set
∂φ(a) denotes a subdifferential of the function φ at the point a is defined by: ∂φ(a)={b∈
R : φ(h)−φ(a)≥b(h−a), ∀h∈R}.

As a fundamental equations of fluid mechanics, Stokes equations are widely used,
and relevant mathematical research can be found in [1, 2]. In some fluid problems, such
as blood flow in a vein of an arterial sclerosis patient, the avalanches in water and rocks,
flow through a canal or a drainpipe with its bottom covered by sherbet of mud and peb-
bles, oil flows above or below the sand, the traditional Dirichlet boundary conditions are
no longer applicable, so there is practical application value in studying Stokes equations
with nonlinear slip boundary conditions. The boundary condition (1.2) was introduced
by Fujita in [3], subsequently, there have been many studies about the properties of the so-
lution (cf. [3–9]), including existence, uniqueness, regularity, and continuous dependence
on data for the Stokes and Navier-Stokes equations with boundary conditions (1.2). Also,
there are a lot of finite element methods for Stokes and Navier-Stokes equations which
satisfying inf-sup condition, like the penalty finite element methods in [10–12], discon-
tinuous Galerkin methods in [13] and so on.

The low-order finite element pair P1−P1 does not satisfy the inf-sup condition, how-
ever, it has been widely used in practical calculations due to its simple and regular data
structure, which makes calculations small and accurate. In order to solve the pressure
oscillation caused by low-order finite element pair P1−P1, many stabilization techniques
are used to compensate for the inf-sup condition, for example, two-level penalized finite
element methods [14], regularization method [15], local Gauss integrations method [16],
variational multiscale method [17] and pressure projection stabilization method [18]. The
pressure projection stabilization method proposed in this paper is based on the litera-
ture [19]. Compared with other stabilization methods, this method does not need to
calculate high-order derivatives or boundary integrals, and there is no grid nesting.

On the basis of literature [20,21], we propose a more efficient algorithm for equations
(1.1)-(1.2), which is the parallel algorithm. Then, by choosing the appropriate stabiliza-
tion parameters, we can obtain the optimal error estimates for approximate solutions.
The idea of local and parallel finite element computations was from Xu’s work [22],
which have become a hot research topic with the advent of parallel computers. However,
there is little research on the local and parallel computations for the Stokes or Navier-
Stokes equations with nonlinear slip boundary conditions. A finite element solution of
some partial differential equations usually consists of low-frequency components and
high frequency components. The low-frequency components describe a wide range of
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information, where the high-frequency components describe specific details. The global
behavior of a finite element solution is mostly governed by low frequencies and the local
behavior is mostly governed by high frequencies. The main idea of this method is to use
a composite grid to solve a global problem to obtain a local approximate solution in a
given subdomain, which contains the most of the degree of freedom in the composite
grid it represents for. The composite grid is constituted by fine elements in the given
subdomain and coarse elements on the rest of domain (see Fig. 1).

The paper’s frame is as follows: in Section 2, we introduce some preliminary materi-
als, assumptions of mixed finite element spaces, pressure projection stabilization method
and its error estimates also be given in this section. In Section 3, the local stabilized finite
element method is given and error estimates are derived. In Section 4, based on local
stabilized finite element method in Section 3, we introduce and analyze the parallel sta-
bilized finite element algorithms where the full domain partition technique is applied. In
Section 5, numerical results which support our theory are presented. Finally, conclusions
in Section 6.

2 Stokes equation with nonlinear slip boundary condition

2.1 Preliminaries

In Hilbert space [23], ‖·‖k stands for the norm of Hk(Ω)2, (·,·) and ‖·‖ stand for the inner
product and the norm of L2(Ω)2. Some spaces used in this paper are defined by:

V={u∈H1(Ω)2, u|Γ =0, u·n|S =0}, V0=H1
0(Ω)2,

M=L2
0(Ω)=

{
q∈L2(Ω),

∫
Ω

qdx=0
}

.

Also the inner product and the norm in V can be written as (∇·,∇·) and ‖·‖V = ‖∇·‖,
respectively. The space H−1(Ω)2 will also be used which is the dual of H1(Ω)2. For
D⊂G⊂Ω, the notation D⊂⊂G stands for that dist (∂D/∂Ω,∂G/∂Ω)>0. Throughout this
paper we shall use the letter c (with or without subscripts) to denote a generic positive
constant which may stand for different values at its different occurrences. We define
a(·,·), b(·,·) as

a(u,v)=ν(∇u,∇v), d(v,q)=(∇·v,q) ∀u,v∈V, q∈M.

With the definition of above notation and subdifferential set, the formulation of (1.1)-(1.2)
read as follows:

Find (u,p)∈V×M such that{
a(u,v−u)+ j(vτ)− j(uτ)−d(v−u,p)≥ ( f ,v−u), ∀v∈V,
d(u,q)=0, ∀q∈M,

(2.1)
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where
j(ζ)=

∫
S

g|ζ|ds, ζ∈H
1
2 (S).

We define bilinear form B : (V,M)×(V,M)→R as follows:

B(u,p;v,q)= a(u,v)−d(v,p)+d(u,q).

The following existence and uniqueness theorem of the solution to the problem (2.1) are
classical and we can see Fujita [3] and Saito [9] for details.

Theorem 2.1. Assume f ∈L2(Ω)2 and g∈L2(S). Then the variational inequality problem (2.1)
admits a unique solution (u,p)∈V×M such that

‖u‖V+‖p‖≤ c(‖ f ‖+‖g‖L2(S)),

where c> 0 depends only on ν and Ω. Furthermore, if ∂Ω is sufficiently smooth, then the weak
solution is also regular solution, ie., u∈H2(Ω)2 and p∈H1(Ω), such that

‖u‖2+‖p‖1≤ c(‖ f ‖+‖g‖L2(S)),

where c>0 depends only on ν and Ω.

2.2 Mixed finite element space

Assume Tµ(Ω)= {K}(µ= h,H) to be regular triangle meshes of Ω with mesh size µ(x),
whose value is the diameter µK of the element K containing x. Basic assumption on the
mesh is that it is not exceedingly over-refined locally:
A0. There exists γ≥1 such that

µ
γ
Ω≤ cµ(x), ∀x∈Ω,

where µΩ =maxx∈Ω µ(x) is the largest mesh size of Tµ(Ω). We defines the velocity finite
element space Vµ and the pressure finite element space Mµ as follows:

Vµ ={v∈V : v|K∈P1(K)2, ∀K∈Tµ(Ω)},
Mµ ={q∈M : q|K∈P1(K), ∀K∈Tµ(Ω)},

where P1 is the space of complete linear polynomials. Associated with the mesh Th(Ω),
let Vh⊂V, Mh⊂M be two finite element subspaces on Ω. Given G⊂⊂Ω, we define Vh(G),
Mh(G) and Th(G) to be the restriction of Vh,Mh and Th(Ω) to G, and

Vh
0 (G)={v∈Vh(Ω) : suppv⊂⊂G}, Mh

0(G)={q∈Mh(Ω) : suppq⊂⊂G}.

Next, we shall give our basic assumptions on the mixed finite element spaces (cf. [24,25]).



1442 K. R. Zhou and Y. Q. Shang / Adv. Appl. Math. Mech., 12 (2020), pp. 1438-1456

A1 Approximation. For each (u,p)∈Ht+1(G)2×Ht(G)(t≥1), there exists (v,q)∈Vh(G)×
Mh(G) such that

inf
v∈Vh

0 (Ω)
(‖h−1(u−v)‖0,G+‖u−v‖1,G)≤ ch‖u‖2,G, (2.2a)

inf
q∈Mh

0(Ω)
(‖h−1(p−q)‖−1,G+‖p−q‖0,G)≤ ch‖p‖1,G. (2.2b)

A2 Inverse estimate. For any (v,q)∈Vh(G)×Mh(G), it is hold that

‖v‖1,Ω≤ c‖h−1v‖0,G, ‖q‖0,G≤ c‖h−1q‖−1,G . (2.3)

A3 Superapproximation. For G⊂Ω0, let ω ∈ C∞
0 (Ω) with suppω⊂⊂G. And for any

(u,p)∈Vh(G)×Mh(G), there exist (v,q)∈Vh
0 (G)×Mh

0(G) such that

‖h−1(ωu−v)‖1,G≤ c‖u‖1,G, ‖h−1(ωp−q)‖0,G≤ c‖ p‖0,G . (2.4)

2.3 Pressure projection stabilized finite element method

Next, we will pose the pressure projection stabilized finite element approximation formu-
lations of Stokes equations with nonlinear slip boundary conditions. Since the low-order
finite element pair does not satisfy the inf-sup condition, to compensate for the deficiency,
the bilinear form of the stabilization term is defined as follows:

G(p,q)=α(p−Πp,q−Πq),

where Π : M→ P0 is local pressure projection, α, (0 < α < 1) is stabilization parameter,
which satisfies α =O(h) in this paper. Based on the above assumptions, refer [19], the
pressure projection stabilized finite element approximation formulations of (2.1) is:

Find (uh,ph)∈ (Vh,Mh) such that{
a(uh,vh−uh)+ j(vhτ)− j(uhτ)−d(vh−uh,ph)≥ ( f ,vh−uh), ∀vh∈Vh,
d(uh,qh)+G(ph,qh)=0, ∀qh∈Mh.

(2.5)

The bilinear form Bh is defined as

Bh(uh,ph;vh,qh)= a(uh,vh)−d(vh,ph)+d(uh,qh)+G(ph,qh), ∀(vh,qh)∈ (Vh,Mh).

Regarding the bilinear term Bh, the stability theorem established in the local pressure
projection stabilization finite element method is given below (cf. [19]).

Theorem 2.2. For ∀p∈M, assume Π is continuous as an operator Π : M→P0:

‖Πp‖≤ c‖p‖, q∈M, ‖p−Πp‖≤ ch‖p‖1, q∈H1(Ω), (2.6)
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then there is a constant β≥0 independent of h, satisfying

|Bh(uh,ph;vh,qh)|≤ c(‖uh‖V+‖ph‖)(‖vh‖V+‖q‖), ∀(uh,ph),(vh,qh)∈ (Vh,Mh),

β(‖uh‖V+‖ph‖)≤ sup
(vh,qh)∈(Ṽh,Mh)

Bh(uh,ph;vh,qh)

‖vh‖V+‖q‖
, ∀(uh,ph)∈ (Ṽh,Mh),

where Ṽh ={v∈V0 : v|K∈P1(K)2, ∀K∈Th} be the finite element subspace of V0.

The steady homogeneous and inhomogeneous Stokes system with linear slip bound-
ary conditions without subdifferential property have been studied form the theoretical
view point by Beirão da Veiga [26–28]. To estimate low-order errors ‖u−uh‖+‖p−ph‖−1,
we consider the following Stokes problems with linear slip boundary condition.

−ν∆w−∇π= ϕ in Ω,
−∇·w=ψ in Ω,
w=0 on Γ,
wn =0, στ(w)=0 on S,

(2.7)

which admits a unique solution (w,π)∈H2(Ω)2∩V×H1(Ω)∩M such that

‖w‖2+‖π‖1≤ c(‖ϕ‖+‖ψ‖1), (2.8)

where c>0 independent of h. Let wh∈Ṽh⊂V0 and πh∈Mh be the stabilized finite element
approximation solution of (2.7) and satisfy{

a(wh,vh)+d(wh,πh)=(ϕ,vh), ∀vh∈Vh,
−d(wh,qh)+G(πh,qh)=(ψ,qh), ∀qh∈Mh,

(2.9)

then it is well known that

‖w−wh‖V+‖π−πh‖≤ ch(‖ϕ‖+‖ψ‖1), (2.10)

where c>0 independent of h.

Theorem 2.3. Let (uh,ph) be the finite element approximation solution of (2.5), then the follow-
ing inequalities hold

‖u−uh‖V+‖p−ph‖≤ ch(‖ f ‖+‖g‖L2(S)), (2.11a)

‖u−uh‖+‖p−ph‖−1≤ ch2(‖ f ‖+‖g‖L2(S)), (2.11b)

where c>0 independent of h.
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Proof. The estimate ‖u−uh‖V+‖p−ph‖ is similar to [20]. Now, we give the error estimate
‖u−uh‖+‖p−ph‖−1 by the Aubin-Nitsche’s technique. Setting v=u±wh in (2.1) yields

a(u,wh)−d(wh,p)=( f ,wh), ∀wh∈ Ṽh.

Setting vh =uh±wh in (2.5) yields

a(uh,wh)−d(wh,ph)=( f ,wh), ∀wh∈ Ṽh.

And hence

a(u−uh,wh)=d(wh,p−ph), ∀wh∈ Ṽh. (2.12)

Taking v=u−uh,q= p−ph in (2.9), we have

(ϕ,u−uh)+(ψ,p−ph)

=a(w,u−uh)+d(u−uh,π)−d(w,p−ph)

=a(w−wh,u−uh)+a(wh,u−uh)+d(u−uh,π−πh)

+d(u−uh,πh)−d(w−wh,p−ph)−d(wh,p−ph), (2.13)

according to (2.12) and d(u−uh,πh)=G(ph,πh), (2.13) is equal to

(ϕ,u−uh)+(ψ,p−ph)

=a(w−wh,u−uh)+d(u−uh,π−πh)

−d(w−wh,p−ph)+G(ph,πh). (2.14)

Apply (2.6), Assumption A2, (2.8) and (2.10), we get

G(ph,πh)=α(ph−Πph,πh−Ππh)≤α‖ph−Πph‖·‖πh−Ππh‖
≤α(‖p−ph‖+‖p−Πp‖+‖Πp−Πph‖)(‖π−πh‖+‖π−Ππ‖+‖Ππ−Ππh|)
≤cα(‖p−ph‖+h‖p‖1)(‖π−πh‖+h‖π‖1)

≤cαh‖p−ph‖(‖ϕ‖+‖ψ‖1)+cαh2‖p‖1(‖ϕ‖+‖ψ‖1). (2.15)

Substituting the above inequalities into (2.14) yields

(ϕ,u−uh)+(ψ,p−ph)

≤c(1+α)h(‖u−uh‖V+‖p−ph‖)(‖ϕ‖+‖ψ‖1)

+cαh2‖p‖1(‖ϕ‖+‖ψ‖1).

Apply Theorem 2.1, we have

‖u−uh‖+‖p−ph‖−1

≤c(1+α)h(‖u−uh‖V+‖p−ph‖)+cαh2‖p‖1

≤ch2(‖ f ‖+‖g‖L2(S)).

We complete the proof.
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3 Local stabilized finite element algorithms

In this section, the local pressure projection stabilized finite element algorithm for Stokes
equations with nonlinear slip boundary condition will be presented and analyzed, priori
error estimates will also be derived.

Assume TH(Ω) to be a global coarse grid with the mesh size H� h and Th(Ω0) is a
local fine grid with mesh size h where Ω0 is obtained by enlarging subdomain D slightly
(i.e. D⊂⊂Ω0⊂Ω). The global grid TH,h(Ω) is a composite mesh which is fine around
the subdomain D with size h in such a way that TH,h(Ω0) = Th(Ω0) and coarse on the
rest area with size H� h. We can refining the coarse grid TH(Ω) locally to acquire this
composite mesh TH,h(Ω) and use some adaptive processes to make it compatibility (it is
compatible for a mesh or triangulation means the intersection of two elements is either
empty, a common vertex, a common side or a common face). For mesh TH,h(Ω), the
corresponding finite element space is denote as VH,h(Ω)⊂V,MH,h(Ω)⊂M which satisfy
the Assumptions A1-A3.

Algorithm 3.1. Local stabilized finite element algorithms.
Find (uh

H,ph
H)∈VH,h(Ω)×MH,h(Ω) such that{

a(uh
H,v−uh

H)+ j(vτ)− j(uh
Hτ)−d(v−uh

H,ph
H)≥ ( f ,v−uh

H), ∀v∈VH,h(Ω),
d(uh

H,q)+G(ph
H,q)=0), ∀q∈MH,h(Ω).

(3.1)

To analyze the above mentioned local algorithm, the following Lemma 3.2 is vital.
The proof is similar to the Lemma 3.2 in the [29, 30].

Lemma 3.1. Let ω∈C∞
0 (Ω) such that suppω⊂⊂Ω0. Then

‖ωw‖2
1,Ω≤ ca(w,ω2w)+c‖w‖2

0,Ω0
, ∀w∈H1

0(Ω)2.

Lemma 3.2. Assume g∈H−1(Ω)2, D⊂⊂Ω0⊂Ω, Assumptions A1-A3 hold and the stabiliza-
tion parameter is taken as α=O(h). Then (w,r)∈Vh×Mh satisfying{

a(w,v)−d(v,r)=(g,v), ∀v∈Vh(Ω0),
d(w,q)+G(r,q)=0, ∀q∈Mh(Ω0),

(3.2)

has the following local estimate

‖w‖1,D+‖r‖0,D≤ c(‖w‖0,Ω0+‖r‖−1,Ω0+‖g‖−1,Ω0).

Proof. Let s be an integer such that s≥max{2γ−1,γ+1}. Dj and Ωj (j=1,··· ,s) satisfy

D1⊂⊂D2⊂⊂···⊂⊂Di⊂⊂···⊂⊂Ds⊂⊂Ωs,
Ωs⊂⊂Ωs−1⊂⊂···⊂⊂Ωj⊂⊂···⊂⊂Ω1⊂⊂Ω0.
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Choose G⊂Ω satisfying D⊂⊂G⊂⊂D1. Assume ω∈C∞
0 (Ω) such that ω≡ 1 on G and

suppω⊂⊂D1. Note I= 1
|D|
∫

D ωrdx is average value of ωr on D such that

‖ωr− 1
|D1|

∫
D1

ωrdx‖0,D1

=‖ωr− I‖0,D1≤‖w‖1,D1+‖ωr− I‖0,D1

≤β−1 sup
(φ,q)∈(Ṽh(D1),Mh(D1))

Bh(w,ωr− I;φ,q)
‖φ‖V,D1+‖q‖0,D1

≤β−1 sup
(φ,q)∈(Ṽh(Ω),Mh(Ω))

Bh(w,ωr− I;φ,q)
‖φ‖V,Ω+‖q‖0,Ω

. (3.3)

Apply Green Theorem [23], Theorem 2.1 and Assumptions A2, refer to Lemma 3.2 in
literature [29], we have

Bh(w,ωr− I;φ,q)=a(w,φ)−d(φ,ωr− I)+d(w,q)+G(ωr− I,q)
≤c‖w‖1,D1‖φ‖1,Ω+c(‖w‖1,D1+‖r‖−1,D1+‖g‖−1,Ω0)‖φ‖1,Ω

+chΩ0‖φ‖1,Ω‖r‖0,D1+c‖w‖1,D1‖q‖0,Ω

≤c‖w‖1,D1(‖φ‖1,Ω+‖q‖0,Ω)+chΩ0‖r‖0,D1(‖φ‖1,Ω+‖q‖0,Ω)

+c(‖w‖1,D1+‖r‖−1,D1+‖g‖−1,Ω0)(‖φ‖1,Ω+‖q‖0,Ω),

where

|G(ωr− I,q)|= |G(ωr,q)|= |G(r,q)|= |−d(w,q)|≤ c‖w‖1,D1‖q‖0,Ω.

Combining with (3.3) yields∥∥∥ωr− 1
|D1|

∫
D1

ωrdx
∥∥∥

0,D1

≤ c(hΩ0‖r‖0,D1+‖w‖1,D1+‖r‖−1,D1+‖g‖−1,Ω0),

then

‖r‖0,D≤ c(hΩ0‖r‖0,D1+‖w‖1,D1+‖r‖−1,D1+‖g‖−1,Ω0),

where ∥∥∥ 1
|D1|

∫
D1

rdx
∥∥∥

0,D1

=
∥∥∥ 1
|D1|

∫
D1

ωrdx
∥∥∥

0,D1

= |D1|−
1
2

∣∣∣∫
D1

ωrdx
∣∣∣≤ c‖r‖−1,D1 ,

is applied. Similarly, we have

‖r‖0,Di−1≤ c(hΩ0‖r‖0,Di +‖w‖1,Di +‖r‖−1,Di +‖g‖−1,Ω0), i=1,··· ,s−1,
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where D0=D. Thus, form Assumptions A0, A2 and the assumption on s, we can obtain

‖r‖0,D≤c(hs−1
Ω0
‖r‖0,Ds−1+‖w‖1,Ds−1+‖r‖−1,Ds−1+‖g‖−1,Ω0)

≤c(‖r‖−1,Ds−1+‖w‖1,Ds−1+‖g‖−1,Ω0).

Also, it is valid that

‖r‖0,D≤ c(‖r‖−1,Ωs +‖w‖1,Ωs +‖g‖−1,Ω0).

The following proof is similar to [29, 30] and the following estimate for the stabilization
term:

|G(r,q)|≤ cα‖r‖0,D1‖q‖0,D1≤ ch2
Ω0
‖r‖2

0,D1
+chΩ0‖r‖2

0,D1
≤ chΩ0‖r‖2

0,D1
.

We refer [29, 30] for details.

Theorem 3.1. Support that Assumptions A1-A3 hold. (uh
H,ph

H)∈VH,h(Ω)×MH,h(Ω) obtained
from Algorithm 3.1 satisfies

‖uh−uh
H‖V,D+‖ph−ph

H‖0,D≤ cH2(‖ f ‖+‖g‖L2(S)),

then

‖u−uh
H‖V,D+‖p−ph

H‖0,D≤ c(h+H2)(‖ f ‖+‖g‖L2(S)).

Proof. Setting v=uh± ṽ in (2.5) yields

a(uh,ṽ)−d(ṽ,ph)+d(uh,q)+G(ph,q)=( f ,ṽ), ∀(ṽ,q)∈ (Ṽh,Mh),

setting v=uh
H± ṽ in (3.1) yields

a(uh
H,ṽ)−d(ṽ,ph

H)+d(uh
H,q)+G(ph

H,q)=( f ,ṽ), ∀(ṽ,q)∈ (Ṽh,H,Mh,H),

where Ṽh, Ṽh,H are finite element subspace of V0. Since the assumption on the auxiliary
grid Th(Ω) that coincides with TH,h(Ω) on Ω0, we can subtract the two equations, such
that

a(uh−uh
H,ṽ)−d(ṽ,ph−ph

H)+d(uh−uh
H,q)

+G(ph−ph
H,q)v=0, ∀(ṽ,q)∈ (Vh

0 (Ω0),Mh
0(Ω0)).

From Lemma 3.2, we have

‖uh−uh
H‖V,D+‖ph−ph

H‖0,D

≤c(‖uh−uh
H‖0,Ω0+‖ph−ph

H‖−1,Ω0)

≤c(‖u−uh‖0,Ω0+‖p−ph‖−1,Ω0+‖u−uh
H‖0,Ω0+‖p−ph

H‖−1,Ω0)

≤cH2(‖ f ‖+‖g‖L2(S)),

combine with (2.11), this theorem can be proved.
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4 Parallel stabilized finite element algorithm

First, assume TH(Ω) to be a initial coarse grid, we divide Ω into a number of disjoint
subdomain D1,D2,··· ,DJ and then enlarge each Dj to obtain overlapping subdomains Ωj
such that Dj⊂⊂Ωj⊂Ω, (j=1,··· , J). For each Ωj, we can use some local refinement and
adaptive processes to obtain a global composite mesh TH,h

j (Ω), the composite mesh is

fine inside subdomain Ωj and a much coarse mesh in rest domain. All of these TH,h
j (Ω)

compose a full domain partition of Ω, see Fig. 1 for a case of J=4. The main idea of par-
allel stabilization algorithm is that applying local stabilization algorithm on each global
composite mesh TH,h

j (Ω) to obtain local finite element approximate solutions. Each sub-
problem for Ωj is defined in the entire domain with most of the degrees of freedom con-
tained in the specified subdomain which it is responsible for, and then we can solve it
in parallel with other subproblems by using an existing sequential solver without exten-
sive recoding. For mesh TH,h

j (Ω), the corresponding finite element space is denote as

VH,h
j (Ω)⊂V, MH,h

j (Ω)⊂M which satisfy the Assumptions A1-A3.

Figure 1: Full domain partition for the case of four subdomians.

Algorithm 4.1. Parallel stabilized finite element algorithm.

1. Find (uH,h
j ,pH,h

j )∈VH,h
j (Ω)×MH,h

j (Ω), (j=1,··· , J) satisfies

{
a(uH,h

j ,v)−d(v,pH,h
j )+ j(vτ)− j(uH,h

τ j )≥ ( f ,v), ∀v∈VH,h
j (Ω),

d(uH,h
j ,q)+G(pH,h

j ,q)=0, ∀q∈MH,h
j (Ω).

(4.1)

2. Set (uh,ph)=(uH,h
j ,pH,h

j ), (j=1,··· , J) in Dj.

Define piecewise norms

|‖u−uh‖|1,Ω =
( J

∑
j=1
‖u−uh‖2

1,Dj

) 1
2
, |‖p−ph‖|0,Ω =

( J

∑
j=1
‖p−ph‖2

0,Dj

) 1
2
.
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Theorem 4.1. Let (uh,ph) be the finite element solution of Algorithm 4.1, satisfying

|‖uh−uh‖|V,Ω+|‖ph−ph‖|0,Ω≤ cH2(‖ f ‖+‖g‖L2(S)), (4.2)

then

|‖u−uh‖|V,Ω+|‖p−ph‖|0,Ω≤ c(h+H2)(‖ f ‖+‖g‖L2(S)).

Proof. From Theorem 3.1 yields

‖uh−uh‖V,Dj +‖ph−ph‖0,Dj≤ cH2(‖ f ‖+‖g‖L2(S)), j=1,··· , J,

by a collection of subdomains Dj, (j= 1,··· , J), we can get the desired result (4.2) easily.
Combining with (2.11), we finish the proof.

5 Numerical experiments

In this section, numerical experiments will be presented to verify the effectiveness and
high efficiency of the parallel stabilization algorithm. The computer processor used in the
numerical experiments is Intel(R) Core(TM) i3-2350M CPU 2.30GHz, and the memory
is 4GB. Referring to [31], the variational inequality (2.1) is equivalent to the following
variational equation:

Find (u,p)∈V×M with and only one λ∈Λ, such that
a(u,v)−d(v,p)+

∫
S

λgvτds=( f ,v), ∀v∈V,

d(u,q)=0, ∀q∈M,
λuτ = |uτ| a.e. in S,

(5.1)

where Λ={ξ∈L2(S), |ξ(x)|≤1, a.e. in S}.
On each composite mesh TH,h

j (Ω), we solve equation (4.1) by Uzawa iterative meth-
ods (cf. [31]) to obtain approximate solution (ej,ηj). The initial value λ0∈Λ is given, we
compute en

j , ηn
j and λn+1, (n=0,1,···) by

 a(en
j ,v)−d(v,ηn

j )=( f ,v)−
∫

S
λngvτds, ∀v∈VH,h

j (Ω),

d(en
j ,q)+G(ηn

j ,q)=0, ∀q∈MH,h
j (Ω),

and λn+1=PΛ(λ
n+ρgen

jτ), in which the parameter ρ>0, PΛ : L2(S)→Λ satisfies

PΛ(θ)=sup(−1,inf(1,θ)), ∀θ∈L2(S).



1450 K. R. Zhou and Y. Q. Shang / Adv. Appl. Math. Mech., 12 (2020), pp. 1438-1456

Convergence of the Uzawa iterative velocities is within a fixed tolerance of 10−6, i.e., the
following condition is satisfied:

‖un+1
j −un

j ‖0,Ω

‖un+1
j ‖0,Ω

<10−6,

where un
j is the nth iterative solution on the composite mesh TH,h

j (Ω).
For all ph,qh∈Mh, we compute stabilization term G(ph,qh) by local Gauss integration

method (cf. [19]): Define

pT
i =[p0,p1,··· ,pN−1]

T, qj =[q0,q1,··· ,qN−1],

Mij =(φi,φj), ph =
N−1

∑
i=0

piφi, pi = ph(xi), i, j=0,1,··· ,N−1,

where φi is the basis function for stress with a value of 1 at point xi and 0 at other points.
MK, (K≥2) and M1 are pressure mass matrices calculated by using k-order and 1st-order
Gauss integrals in each direction. pi, qi are the value of ph, qh at point xi. pT

i is the
transpose of the matrix pi, such that

G(ph,qh)=αpT
i (MK−M1)qj =α(pT

i MKqj−pT
i M1qj).

5.1 Analytical solution

Consider Ω=[0,1]×[0,1], the boundary is made up of Γ and S:

Γ={(x,0)|0< x<1}∪{(0,y)|0<y<1},
S=S1∪S2={(1,y)|0<y<1}∪{(x,1)|0< x<1}.

Choose the appropriate f such that the exact solution is given by

u(x,y)=(u1(x,y),u2(x,y)), p(x,y)=(2x−1)(2y−1),

u1(x,y)=−x2y(x−1)(3y−2), u2(x,y)= xy2(y−1)(3x−2).

The exact solution u satisfies u=0 on Γ, u·~n=u1=0, u2 6=0 on S1 and u1 6=0, u·~n=u2=0
on S2. Moreover, the tangential vector τ on S1 and S2 are (0,1) and (−1,0), thus{

στ =4νy2(y−1) on S1,
στ =4νx2(x−1) on S2,

on the other hand, from the nonlinear boundary conditions (1.2), we have

|στ |≤ g on S=S1∪S2.
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Table 1: Errors of approximate solution: ν=0.01, J=4, α=O(h), Extension=h.

Method h H CPU(s) ‖u−uh‖V,Ω
‖u‖V,Ω

‖p−ph‖0,Ω
‖p‖0,Ω

RuH1 RpL2

1/16 1/8 0.078 0.139466 0.00993315 - -
1/36 1/12 0.374 0.0567627 0.0024423 1.10853 1.73003

Algorithm 4.1 1/64 1/16 1.077 0.0293437 0.000840222 1.14675 1.85453
1/100 1/20 2.979 0.0190067 0.0004208 0.973112 1.54947
1/144 1/24 7.223 0.0130351 0.000258635 1.03428 1.33484
1/16 - 0.14 0.128077 0.00815048 - -
1/36 - 0.827 0.0537698 0.00228194 1.07028 1.56986

Standard FEM 1/64 - 3.104 0.0297294 0.00101345 1.02991 1.4107
1/100 - 12.028 0.0180868 0.000552857 1.11353 1.35791
1/144 - 32.884 0.0127877 0.000328955 0.950786 1.4238

Then the function g can be chosen that g=−στ >0 on S1 and S2.
Let ν = 0.01, the iteration initial value λ0 = 1 and the parameter ρ = ν, stabilization

parameter α=O(h), overlapping size is h. We compute the finite element approximate
solutions with fine meshes of size 1/h = n2, (n = 4,6,··· ,12) and coarse meshes of size
H satisfying 2H = h

1
2 . The numerical results obtained by Algorithm 4.1 and standard

finite element algorithms are presented in Table 1, the CPU time for Algorithm 4.1 are
the maximum of the CPU time taken by Algorithm 4.1 over four subdomains, including
the meshes generating time, the time of solving problems and the error computing time.
RuH1 and RpL2 are the convergence rates with respect to the mesh parameter h for ve-
locity and pressure, we can obtain them by the formula ln(Ei/Ei+1)

ln(hi/hi+1)
, where Ei and Ei+1 are

the relative errors corresponding to the fine mashes sizes hi and hi+1, respectively. From
the above tables, by comparing the parallel stabilization algorithm with standard finite
element algorithm, we can find that there are no much difference in accuracy and the
convergence order (see Fig. 2); However, the parallel stabilization algorithm can save a
lot of computation time.

Next, the influence of the number of subdomains on approximate solutions will be
investigated. Setting h=1/144, H=1/24 and ν=0.01, stabilization parameter α=O(h),
overlapping size is h, we compute the finite element solution by Algorithm 4.1 with the
number of subdomains is 2, 4, 8, 16. The results are listed in Table 2. Form it, we can find
that the number of subdomians has little effect on the accuracy of velocity and pressure;
the CPU time has significantly reduced with the increase of the number of subdomains.
Combined with Tables 2, 3, we can explore the relationship between constant c and J,
overlapping degree. From Table 2, we can find the constant c is lager than others when the
number of subdomains is 2 and the constant c gets the minimum value when the number
of subdomains is 4. In Table 3, ”Extension” stands for overlapping size. Generally, with
the increase of overlapping size, the constant c has increased slightly.

In this part, the influence of parameter ν on the accuracy of approximate solutions
will be investigated. Setting h=1/144, H=1/24, J=4, stabilization parameter α=O(h),
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Table 2: Errors of approximate solution: ν=0.01, h=1/144, H=1/24, α=O(h), Extension=h.

Method J ‖u−uh‖1,Ω+‖p−ph‖0,Ω
h CPU(s) ‖u−uh‖1,Ω

‖u‖1,Ω

‖p−ph‖0,Ω
‖p‖0,Ω

Algorithm 4.1

2 1.04019 20.28 0.0211827 0.000427541
4 0.639886 7.223 0.0130351 0.000258635
8 0.717325 5.866 0.0145168 0.000386102

16 0.692967 4.165 0.0140584 0.000338324

Table 3: Change in constant c: J=4, ν=0.01, h=1/144, H=1/24, α=O(h).

Extension h H 2h 2H 4h 4H
‖u−uh‖1,Ω+‖p−ph‖0,Ω

h 0.639886 0.649785 0.645907 0.670006 0.638881 0.726927

Table 4: Errors of approximate solution: h=1/144, H=1/24, J=4, α=O(h), Extension=h.

Method ν CPU(s) ‖u−uh‖1,Ω
‖u‖1,Ω

‖p−ph‖0,Ω
‖p‖0,Ω

1 3.978 0.0128726 0.0169741
0.1 5.788 0.0130029 0.00221808

Algorithm 4.1 0.01 7.223 0.0130351 0.000258635
0.005 6.895 0.0139456 0.000120794
0.001 7.457 0.0130664 0.000165377

overlapping size is h, we compute the finite element solutions by Algorithm 4.1 with
ν=1,0.1,0.01,0.005,0.001, then the results are listed in Table 4. It can be found that, with
the decrease of ν, there has no difference in velocity error and the CPU time, but the
pressure error decreases gradually.

Then, the influence of parameter α on the accuracy of approximate solutions will
be investigated. Setting h = 1/144, H = 1/24, ν = 0.01, J = 4 and overlapping size is h,
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Figure 2: (a) H1 error of the velocity, (b) L2 error of the pressure.
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Table 5: Errors of approximate solution: h=1/144, H=1/24, ν=0.01, J=4, Extension=h.

Method α CPU(s) ‖u−uh‖1,Ω
‖u‖1,Ω

‖p−ph‖0,Ω
‖p‖0,Ω

Algorithm 4.1

h
1
2 4.181 0.0130124 0.000250609

H
1
2 4.041 0.0130124 0.000250609

h 7.223 0.0130351 0.000258635
H 7.519 0.0130374 0.000259589
h2 6.942 0.0130377 0.000262245
H2 7.706 0.013037 0.000259345

we compute by Algorithm 4.1 with α =O(h 1
2 ),O(H

1
2 ),O(h),O(H),O(h2),O(H2), then

the results are listed in Table 5. It can be found that, the selection of the stabilization
parameter α has little effect on the accuracy of approximate solutions.

5.2 Numerical simulation of a bifurcated blood flow model

In this experiment, we study a two-dimensional simplified model of blood flow in bi-
furcated arterial vessel. Assume that the blood vessel acts as a ”Y”-glyph pipe with a
certain length, see Fig. 3. Blood flows into the vessel from the left entrance and out from
the two outlet on the right. The inflow velocities are: u1=1.2−1.2(y−1)2, u2=0. Set the
diameter of the main vessel as 2, the main branch outlet as 1.25 and another as 0.75. The
up and below boundaries of the main vessel are chosen as slip boundary with threshold
function g=|στ| and other boundaries are applied with Dirichlet boundary. Setting Re=1
and applying the Delaunay mesh generation method, 12 grid points are scattered on per
unit length for the fine mesh area and 4 grid points are scattered on per unit length for
the coarse grid area. Comparing standard finite element algorithm, Algorithm 4.1 with
J=2 and J=4, the results are described in Figs. 4-5 respectively.

As an important geometric model in the numerical study of fluid mechanics, there
are many research results for the bifurcated blood flow model (cf. [32,33]). The geometry
of the blood vessels (such as bending, bifurcation, stenosis, etc.) has much affected on
blood flow. In the bifurcation blood flow model, the low velocity zone will appear in the

Figure 3: Computational domain of the bifurcation vascular model.
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(a) (b) (c)

Figure 4: Velocity and streamline for standard finite element method (a), Assumption A2 with J=2 (b), J=4
(c).

(a) (b) (c)

Figure 5: Pressure contours for standard finite element method (a), Assumption A2 with J=2 (b), J=4 (c).

bifurcation region where the blood flow velocity changes complexly. It causes a mutation
for pressure on the vessel wall in this area. As shown in the Fig. 5, the pressure value
changes slightly in the main vessel, but changes rapidly at the bifurcation junction. In
this area, the contact between the blood cells and the blood vessel wall increases, the
esters and mineral particles in the blood accumulate, which can easily lead to arterial
stenosis.

6 Conclusions

The pressure projection stabilized finite element method is effective to compensate the
deficiencies of the finite element pair P1−P1. Compared with the standard finite element
method, numerical experiments verify the validity and efficiency of the parallel stabilized
finite element method based on full domain partition. The bifurcation blood flow model
further validates this conclusion.
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