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Abstract

This paper gives the detailed numerical analysis of mixed finite element method for
fractional Navier-Stokes equations. The proposed method is based on the mixed finite
element method in space and a finite difference scheme in time. The stability analyses of
semi-discretization scheme and fully discrete scheme are discussed in detail. Furthermore,
We give the convergence analysis for both semidiscrete and fully discrete schemes and then
prove that the numerical solution converges the exact one with order O(h2 + k), where h
and k respectively denote the space step size and the time step size. Finally, numerical
examples are presented to demonstrate the effectiveness of our numerical methods.
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Key words: Time-fractional Navier-Stokes equations, Finite element method, Error esti-
mates; Strong convergence.

1. Introduction

The purpose of the present paper is to study the error estimates of the mixed finite element
method for the incompressible fractional Navier-Stokes equations

u+ B Lu+u-Vu+Vp=f, in Qx][0,T],

V.ou=0, in Qx[0,7],

(1.1)
u(x,0) = uo, in €,
u =0, on 90 x [0,T7],

where Q C R? is a bounded and connected polygonal domain, u represents the velocity field,
p is the associated pressure, ug is the initial velocity and f is an external force, Zu = —vAu
(v > 0 is the viscosity coefficient), % :=% D}~ is the Riemann-Liouville fractional derivative
in time defined by: for 0 < a < 1,

0 0

t a—1
TY(t) = 5/0 wa(t — 8)p(s)ds with wy(t) := !

Bp(t) (o)

== (1.2)

* Received July 18, 2018 / Revised version received July 30, 2018 / Accepted November 28, 2019 /
Published online January 17, 2020 /
1) Corresponding author



Mixed Finite Element Methods for Fractional Navier-Stokes Equations 131

with < being the temporal Riemann-Liouville fractional integral operator of order a.

The above-mentioned problem has many physical applications in many areas such as hetero-
geneous flows and materials, turbulence, viscoelasticity and electromagnetic theory. Particu-
larly when o = 1, the problem (1.1) reduces to the classical Navier-Stokes equations, numerical
approximations of which have been studied by many authors [1-4,8-19,25,32,34,37-44,46,47].
However, for the fractional Navier-Stokes equations (FNSE) which are nonlinear in character,
most of them do not have exact analytical solutions. It is shown that very few cases in which
the exact solution of fractional Navier-Stokes equations can be obtained, where it have to make
certain assumptions about the state of the fluid and a simple configuration for the flow pattern
is to be considered. Hence it is necessary to analyze and study the approximation and numerical
techniques of FNSE. However, to our best knowledge, numerical analysis of such problem for
fractional Navier-Stokes equations is missing except [27,56] in the literature. Therefore, this
article aims to fill the gap, study and obtain the strong convergence approximations of FNSE
like (1.1).

In recent years, there have been numerous studies on fractional diffusion equation. Lin and
Xu [31] have proposed the finite difference scheme in time and Legendre spectral methods in
space for the time-fractional diffusion equation. Deng [6] has established the stability and error
estimates for the time fractional Fokker-Planck equation and then proved that the convergent
order is O(k**+h*), where k is the time step size and h is the space step size. Liu et al. [35] have
developed a two-grid algorithm based on the mixed finite element method for a nonlinear fourth-
order reaction-diffusion equation with the time-fractional derivative of Caputo-type. Jin et al.
[21], by using piecewise linear functions, have studied two semidiscrete approximation schemes,
i.e., Galerkin finite element method and lumped mass Galerkin finite element method, for the
homogeneous time-fractional diffusion equation. Zeng et al. [51] have studied the second-order
accurate schemes for the time-fractional diffusion equation with unconditional stability based
on finite element method in space and the fractional linear multistep methods in time. Besides,
some other interesting works in this aspect can be found in [5,7,20,22-24,30,33,36,45,52-55,57].

In this article, our goal is to give some detailed numerical analysis of the mixed finite element
method for the problem (1.1). On one hand, the discretization in space is done by the mixed
finite element method. First of all, the velocity is split into two parts by introducing a linearized
discrete problem with solution vy,. In particular, Motivated by the Ritz-Volterra projection,
we then introduce the fractional Stokes-Volterra projection Spu, the role of which is similar
to that of a Ritz projection in treating the heat equation. Subsequently, with virtue of the
property of the operator Ej as well as the standard duality arguments, the L?-error estimate
for the velocity is shown. On the other hand, firstly following the idea of Zhuang et al. [53]
that has discretized the Riemann-Liouville fractional derivative £% in time, then we adopt the
finite difference method and obtain the stability and convergence properties related to the time
discretization. The stability analyses of semi-discretization scheme and fully discrete scheme
are discussed in detail. Furthermore, We give the convergence analysis for both semidiscrete
and fully discrete schemes and prove that the numerical solution converges the exact one with
order O(h? + k), where h and k respectively the space step size and the time step size.

The structure of this paper is as follows: In section 2, we introduce some preliminaries
and notations, give the definition of the Mittag-Leffler function. In Section 3, we introduce
the notations for finite element spatial semidiscretization, describe the semidiscrete Galerkin
approximations about space and establish the error estimate for the velocity. In Section 4,
we present several lemmas which play a crucial role in the proof of the error estimate of the
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time discretization. We firstly give the fully discrete scheme for (1.1) and then obtain the error
estimate for the fully discrete scheme. Finally, in Section 5, numerical examples are presented
to demonstrate the effectiveness of our numerical methods.

2. Preliminaries

Throughout the paper, we denote as C' a constant that may not be of the same form from
one occurrence to another, even in the same line. In this section, we introduce some notations
and recall the definition of Mittag-Leffler function .

We use the standard notation H*(€2), | - ||s, (-, +)s, s > 0 for the Sobolev spaces, the standard
Sobolev norm and inner product, respectively. When s = 0, L?() is written instead of H%(Q),
the Lo-inner product and Lo-norm are separately denoted by (-, -) and ||-||. For the mathematical
setting of problem (1.1), the following spaces

X =H}(Q)? Y=LQ)?2 M=IL}2)= {q € L*(Q): /qu:z: = o},
are introduced. Next, let the closed subset V of X be given by
Vz{veX, divv:O},
and denote by H the closed subset of Y, i.e.,
H = {UEY, divsz,v-n|aQ=O}.

Moreover, the continuous bilinear form d(-,-) on X x M and the bilinear operator B(,-) on
X x X are separately defined by

d(.p) = (dive,p), voe X, WpeM,
B(u,v) = (u-V)v+ %(divu)v, YVu,v € X.
At the same time, a trilinear form b(-,-,-) on X x X x X is introduced by
b(u,v,w) = (u-Vo,w), uv,wéeX,
which has the following properties (cf., [13] [10]):
b(u,v,w) = =b(u,w,v), blu,v,v) =0, Vu,v,wéeX,
[[6(u, v, w)|| < M||Vull||Vo||||Vw], Yu,v,w € X. (2.1)

For the readers convenience, we give the definition of Mittag-Leffler function. We shall use
extensively the Mittag-LefHler function E, g(z) [26] defined by

o0 k
z
Eop(z) = ;mJ eC,

where I'(.) is the standard Gamma function defined as

I'(z) = / t*"Le~tdt, \(z) > 0.
0
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3. Space Semi-Discretization

In this section, we will give the variational formulation of (1.1), describe the semidiscrete
Galerkin approximations and then derive the error estimates for the velocity about space dis-
cretization. From now on, we denote by h with 0 < h < 1 a real positive discretization
parameter tending to zero.

3.1. Semidiscrete fractional Navier-Stokes equations

Let A(-,-) : X x X — R be the bilinear form associated with the operator . = —vA
which is symmetric and positive definite on X. With the notations in Section 2, the variational
formulation of (1.1) is as follows: find (u,p) € (X, M) for all ¢ € [0,T] such that for all

(0,q) € (X, M)

{ (utu ¢) + A(%auv (b) + b(uv U, ¢) - d((b,p) + d(”v q) = (fu ¢)7 (3.1)

u(z,0) = uop.

We introduce the finite element subspace (X, My,) of (X, M),Y, C Y and define the subspace
Vi, of X}, given by

Vi = {Uh e Xy, divy, = O}.
We assume that the couple (X}, M) satisfies the discrete LBB(or named inf-sup) condition

sup (¢n, V - vp)

> Bllenll,  Veon € Mp, (3.2)
v EXp ||V’Uh||

where $ > 0 is a constant.
Let P, : Y — V}, denotes the L2-orthogonal projection defined by

(Ppv,vp) = (v,op), veEY, v, €V

For the space M), we assume that, for each ¢ € H*(2) N M, there exists an approximation
Inq € Mj, such that

llg = dnall < chllglls,

where c is a positive constant, independent of h.
The operator Fj(t) is introduced by

Ep(t)on = Z Ea1(=AM) (v, oM, vy € X, (3.3)
j=1

where {/\;?}j:1 and {gp?}jvzl are respectively the eigenvalues and the eigenfunctions of the
discrete Laplace operator % := —v Ay, defined by

_(VAhw7X) = V(V¢7VX)7 Vwax S Xh-

For later use, we need the regularity result which is related to the operator Fj(t) and collect
the result in the next lemma.
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Lemma 3.1 ([22]). Let Ej(t) be defined by (3.3) and 3 € X,. Then it holds that

—a(p—q)

[En(@)llp < ct 1¥1lq, (3-4)
where v € (0,1),g <p and 0 <p—q < 2.

The discrete analogue of weak formulation (3.1) now reads as follows: find (up,pp) €
(X}, My) such that for all (¢n, qn) € (Xp, My),

(unt, on) + A(B%un, on) + b(un, un, ¢n) — d(dn, pr) + d(un, qn) = (f, dn), (3.5)

with up,(0) = Prug.
For the discrete approximation, it is straightforward to verify that the trilinear term b(up, vy,
wy,) enjoys the following properties (cf., [14]):

b(un, vh, wn) = —=b(un, wn,v),  blun,vn,vp) =0,  Yup,vp, wy € Xp, (3.6)

Hb(uh,vh,wh)ﬂ S MHVuhHHVvhHHthH, Vuh,vh,wh S Xh. (3.7)

3.2. Error estimate for the velocity

With V}, as above, we now introduce an equivalent Galerkin formulation. Find u, € V}j such
that up(0) = Phpug and for ¢ > 0

(unt, &) + A(B%un, dn) + b(un, un, on) = (f, én), Vou € Vi. (3.8)

For f € L?(2), problem (3.8) is uniquely solvable for all ¢ > 0. Indeed, setting ¢, = uy, in (3.8)
and recalling the property b(uy,, upn, up) = 0, we obtain

——HuhH2 + A(%auh,uh) = (f, uh). (39)

On integration with respect to the temporal variable ¢ and using the following property Z has
satisfied ([28])

t t
/ A(B%up, up)ds > caTO‘_l/ | Vun||ds, (3.10)
0 0
we observe that

Jun (O < [lun(O)[| + ¢ F]- (3.11)

Thus, by classical theorems of the theory of ordinary differential equations, (3.8) has a unique
global solution wy(t),¢ > 0.
The next theorem summarizes the error bound about space discretization.

Theorem 3.1 (Error estimate for space discretization). Let u and up be the solutions
of (3.1) and (3.8), respectively, then the following estimate holds

lu— unll < CH2,

where C = ¢(||ulla + 21 Iplls + lwell2 + 2 |pell1).
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We firstly dissociate the non-linearity by introducing an intermediate solution vy. Let v, be
a finite element Galerkin approximation to a linearised time-fractional Navier-Stokes equation
satisfying

(Vnts ¢n) + A(B v, én) + b(u, u, dn) = (f, ¢n),  Von € Vi, (3.12)
with v;,(0) = Pjug. Subsequently, the error is split as
e:=u—up=(u—wvp)+ (vp —up) =:§+n.

Note that £ is the error committed by approximating a linearized (Stokes) problem and 7
represents the error due to the presence of the nonlinearity in the equation.
Define the fractional Stokes-Volterra projection Spu € V;, such that

A(Z" (u— Spu), én) = (p, V - dn), on € Vi,
that is,
A((U - Shu)u ¢h) = jl_a(pu V. (bh)u (bh € th (313)

where .#1=% denotes the temporal fractional integral operator with singular kernel =7 /T'(1—3).
The form of the above projection is motivated by the Ritz-Volterra projection, see Lin [29] for
parabolic integro-differential equations and by the elliptic projection introduced by Wheeler [49]
for parabolic initial and boundary value problems.

Below, We now decompose £ as

&= (u— Spu) + (Spu —vp) =: ¢+ 6.
First of all, we derive the error bound for u — Spu.

Lemma 3.2. For the fractional Stokes-Volterra projection Spu, we have
o Sy + 1|V Span)| < eh? (s + 7=y, (3.14)
I = Syl + IV (e — Syl < e (fuella + 5= el ). (3.15)
Proof. Setting ¢, = Ppu — Spu in (3.13) yields

v||V(u— Spu)||? = A(u — Spu,u — Spu)
= A(u — Spu,u — Ppu) + I %(p — jup, V - (Pru — Spu)),

and hence
IV (= Syl < ch(llullz + 2ok ).
Now we introduce the following dual problem,
—Aw+Vz=u— Spu,
then it satisfies the following regularity result

lwllz + ll2ll1 < ellu — Shull.
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Hence we obtain

lu — Spul|* = (~Aw,u — Spu) + (Vz,u — Spu)
1
= ;A(u — Spu,w) — (2, V- (u— Spu))

1 1
= ;A(u — Spu,w — Pyw) + ;ﬂl_o‘(p — jnp, V- Phw) — (2, V - (u — Spu))

1 1
= ;A(u — Spu,w — Pyw) + ;ﬂl_o‘(p — jnp, V- Phw) — (2 — jnz, V - (u— Spu))

< ch|[V(u = Spu)ll(wll2 + llzll1) + b7~ |pll1]|wl2
< ch||V(u = Spu)llllu — Spull + ch® 7= |pll1]|u — Spull.

This clearly implies (3.14). The second inequality (3.15) is proved similarly.

O

Now we are in a position to estimate . Since £ = ( + 6 and the estimates of ( are known

from the Lemma 3.2, it is sufficient to estimate 6.

Lemma 3.3. For £ =u — vy, it satisfies the following estimate
Il < e (ulle + 2ol + llwellz + 57~ pe]1 ).
Proof. Subtracting (3.12) from (3.1), the equation in £ is written as

(&, on) + A(BYE, dn) = 0,V - Pn),  én € V.

To complete the estimate for £, we only need to estimate 6. The equation in # reads as

(Ct> @n) + (01, bn) + A(BC, 0n) + A(B0, 0n) = (0, V - Pn),  Yén € V.

Making use of the definition of Sju, then the above equation can be simplified as

(eta ¢h) =+ A(%Oﬂe, ¢h> = _(Ctv (bh)
Let ¢, = 0 in the above equation, there holds

1d

- 2 o — _
5 607 + A(#°6,6) = ~(6.0)

On integration with respect to the temporal variable ¢, we obtain that
t t
o + [ 0,005 < o) + [ cllolas.
With (3.10), we derive
t
61 < fl6(0)]] +/O [[Gellds.

By virtue of Lemma 3.2, we obtain

611 < eh? (lluellz + 2~ el )-
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By the triangle inequality, we have
el < ¢l + 1o < en?(Jlulla + 2= pll + Juellz + - pel1 )

which completes the proof. 0

Subsequently, we give the main result in this section. By making use of the properties of
the operator E} and the standard duality arguments, the methods of which are different from
classical Navier-Stokes equations, we derive the error estimate for the velocity.

Proof of Theorem 3.1. Since e = u —up, = (u — vy) + (vp — up) = £ +n and the estimate of
¢ is known from Lemma 3.3, it is enough to estimate n. From (3.8) and (3.12), the equation in
1 becomes

(0e, on) + A(HBn, én) + b(u, u, o) — b(un, un, ¢n) = 0,

with n(0) = 0.
Equivalently, the above equation can be recast as

e + B LN+ Blu,u) — B(up,up) =0, n(0) =0.

By Duhamel’s principle(cf. [48]) and Lemma 3.1 with p = 1,¢ = 0, one can derive that

o= f Bt — ) (B ) — Blug,uy))ds

t

< / | 2Byt — ) F 2 (B(u,u) — Blun, un)) |ds
0
t

g/(t—s)-a/2||y-1/2(3(u,u)—B(uh,uh))uds, (3.16)
0

where .Z denotes the discrete Laplace operator. Thus it is enough to estimate ||.% ~1/2(B(u, u)—
B(up,up))||. We proceed by the standard duality arguments, using the splitting

B(u,u) — B(up,up) = B(u,e) + B(e,up).
By the triangle inequality, it yields
1772 (Bu, ) = Blun,un))|| < ||B(u, €)1 + || Ble,un) | -1, (3.17)

so that the proof is reduced to estimate each of the above negative norms on the right-hand
side. Using the skew-symmetry property (3.6) and noticing divu = 0, one obtains for the first
term:

1B )l -1 = sup |~((u V),e) — 5((V - u)be)

lloll=1

< s (lelllulololh + €17 - wlalole) < el

Regarding the other term in (3.17), we derive

1

S (e V), 6) = 5((e - V)6, m)

IB(e,un)-1 = sup :

llpll=1

< Sup (Ilel\l\VUhl\L4|\¢llL4 + Hellllsblhllmlloo) < Cllell;
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where, in the last inequality, we have used the Sobolev’s imbeddings ||¢]|ps < C|¢|l1. Tt is
obvious that there holds

17 ~Y2(B(u, u) — Blup, un))| < Cle. (3.18)

Substituting (3.18) in (3.16), we can show that

Il < C/O (t = 5)"%|[u(s) — un(s)|ds.

By Gronwall’s lemma, a use of the triangle inequality with Lemma 3.3 completes the rest of
the proof. O

4. Full Discretization

In this section, firstly following the idea of Zhuang et al. [53] that discretize the Riemann-
Liouville fractional derivative £ in time, then we adopt the finite difference method in time
and obtain the stability and convergence properties related to the time discretization. By
collecting the convergence results for the space discretization and for the time discretization,
the error estimate for fully discrete scheme of (1.1) has been obtained.

We suppose t,, = nAt,n = 0,1,--- N, in which k := At = % denotes the step of time.
In the subsequence, we will give several lemmas which play an important role in the time
discretization.

Firstly, we will give the numerical scheme to discretize the temporal fractional integral.

Lemma 4.1 ([53]). Ifu(t) € C'0,T],0 < a < 1, then
Lo n—1 (a)
TUu(ty) = =— > bV ult,_;) +rY 4.1
ult) = gy B )+ (41)
where |rM] < ctgk, b\ = (j+1)* = j*,j = 0,1, , N,
The coefficients be“’ possess the following properties.

Lemma 4.2 ([50]). In (4.1), the coefficients b (n=0,1,---,N) satisfy the following prop-
erties:

(1) bga) = 17b$la) > 0,77/:0,1,"' 7N)
(i) b5 > b n=0,1,--- N,
Sza)ka~

(iii) there exists a positive constant ¢ > 0 such that k < cb

Based on Lemma 4.1, in the sequel we will give the approximation of the Riemann-Liouville
fractional derivative #8% about time.

Lemma 4.3 ([53]). If u(t) € C?[0,T], then

o ka_l — « « n
BOu(ty) = ) ultn) + >0 =08 yulta—;) | + RY, (4.2)
j=1

Na+1

where |R§n)| < cbgla_)lko‘.
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Let
ke S ) g
Zoun(ta) =t un(tn) + Y (05 = 8 un(tn;) | |
j=1

then By (tn) = L %up(tn) + Rg").

In order to simplify the notations and without loss of generality, we consider the case
f(z,t) = 0 in the scheme construction and its numerical analysis.

With the help of Lemma 4.3 and using .Z*uy,(t,) as an approximation of %%uy(t,) in the
equation (3.5), then we will get the fully discrete scheme of (1.1): find (uj,pj) € (Xp, Mp,) such
that for all (¢n,qn) € (Xn, Mp),

n—1
(W dn) = (uy ™ o) —du | (Vull, Von) + D (64" — b)) (Vu ™, V)
j=1
—kb(uf, uf, dn) + kd(¢n, pf) — kd(u}, qn), (4.3)
where n =0,1,--- ,N,d; = F(’;Lj:l)

The stability analysis for the fully discrete scheme of (1.1) is given in the following lemma.

Lemma 4.4. Let

n—1
En = |[ul|? +di > 0| Vup |12

=0

Then the fully discrete problem (4.3) is unconditionally stable. Besides, it holds
En < Epy << |upl?, (4.4)
wheren =0,1,--- | N.

Proof. Setting ¢, = uj € X, and g, = p) € M, in (4.3), and making use of the property
(3.6) of b(up, vy, wp), we obtain

n—1
(upup) = (=t u) —di | (Vu, V) + 304 = 08 (Vup 7, vul)
j=1
(@)

Using the inequality (u,v) < 2(|ju/[* + ||v||?) and noting that b; > b§a), we derive

n—1
SO = BV 12+ (Vg ?).

Jj=1

dy

1 < 5 Ul =12 + g ]?) = da [ Vgl + =
2

N | =

Further, with Lemma 4.2, the above expression can be organized into

n—1 ()
1 n 1 n— n dl a « n—j dl(l _bn— ) n
Sluhl® < Sl M = da|Vuf® + 5 D057 = 5 |V ™| 4 =g T
j=1
Lrye 0400 s R @) @) o a2
< Gl P = =R VR + 5 Do = o) Vg |

j=1

n—1 n—1
1 n— dl n dl [} n—j dl a n—j
o e 7 R St e G W A 2l

Jj=1 Jj=1
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which can be simplified as

n—1 n—2
e D A e o B U Al
Jj=0 j=0
In other words, we obtained the desired asseat (4.4). O

The error analysis for the solution of the semi-discrete problem about time is discussed in
the following theorem.

Theorem 4.1 (Error estimate for time discretization). Let uy(t,) be the solution of
(3.5), {u}N_, be the time-discrete solution of (4.3). Under the assumptions of a small ini-
tial data and a small time step size, then we have the following error estimate

[un(tn) — up|l < ck.
Proof. Let " = up(ty) — u},€" = pp(ts,) — pj. Subtracting (4.3) from (3.5), the error
equation can be written as
n—1 )
(" dn) = (", 6n) — du [ (Ve Vin) + S (05 — i) (Ve =, V)
j=1

—kb(e™, up(ty),e") + kd(pn,e") — kd(e", qn) + k(RY, én). (4.5)

Taking ¢, = e™, g, = €™ in (4.5), there holds

n—1
(") = (") —dy | (Ver, Ver) + 3 (o) — b)) (Ve ver)
j=1

_kb(ena uh(tn)v en) + k( ?a en).
) (a)

Making use of the inequality (u,v) < 2(||u[® + [|[v]|?) and noting that bﬁl > b;", we observe
that
n 1 n— n n
le™ |1 < 5™ HI* + 1) — dall Ve™||?
d n—1
1 « «@ n—ij n n n n _n
g DO =B (I 4 IV [P) = kb(e™ un(t), ") + k(RE, "),
Jj=1

which can be simplified as

n—1
le™ 1 < e 1% = di S 08| wen |12 — dyb(, || ven |2
7=0
n—2 _
+dy Y b [ Ve T2 = 2kb(e” up(ta), €") + 2k(RY, €").
=0

n—1 .
Let Y, = |le®||? + d1 Y b;a)HVe"_J |?, then the above expression can be read as
=0

Yy < Yoy — dibt™ | [ Ve||2 — 2kb(e™, up (tn), €™) + 2k(RY, ). (4.6)
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Applying the property (2.1) of b(u,v,w), we have
—2kb(e", up, ™) < 2kM|le™||3]|unll,

note that the right hand side of the above inequality can be sufficiently small which can be
derived from (3.11) only if it requires a small initial data and a small time step size. Making
use of the Sobolev’s imbeddings |[e"]] < v||Ve™||, the inequality (4.6) can be written as

(@)

Vi < Yoy = S e 2 (Rp ). (4.7)
Note that
(0(a), B(=)) < No@)|” + T I8@)IP, (A > 0)
Hence,

2k(RY e )<Tl|\€ 12+

— |2k R7 ||, (4.8)
dlbgljl

Substituting (4.8) into (4.7), it holds

o2
Yo < Vo + ||R"||2 <v, .+ L (a+ )b ket
dl n—1
the last inequality of which can be obtained from d; = F(’:f:l) and |R§n)| < cbgloi)lko‘. Since
Yy = €% =0, it derives that
Yng a+1ka+22b°‘>
= —T(a+1)k*? Z (j—1)")
o2
< —T(a+1)Tk* < ck?,
v
where ¢ = 7—;1"(04 + 1)T. The proof is completed. O

Next we will give the error estimate for the fully discrete scheme by collecting the convergence
results for the space discretization and for the time discretization.

Theorem 4.2 (Error estimate for fully discrete scheme). Let {u(t,)} be the solution of
(1.1) and let {up}2_; be the solution of the scheme (4.3) with T = NAt. Under the assumptions
of a small initial data and a small time step size, then there is ¢ > 0 such that

[u(tn) —upl < c(h®+k).

Proof. The proof follows from Theorems 3.1 and 4.1 by the triangle inequality. We are no
longer to repeat here. O
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5. Numerical Experiment

In order to demonstrate the effectiveness of our numerical methods, numerical examples are
presented. The main purpose is to check the convergence behavior of the numerical solution
with respect to the time step At and the space step h used in the calculation.

We consider the following fractional equation

U — B Uy + uuy = f(x,t), xeQ, tel0,1],
u(0,¢) = u(1,t) =0, t €10,1],
u(z,0) =0, x €,

where Q = [0, 1].

We compute the errors in L? discrete norm. And all the numerical results in the tables
below are evaluated at T=1. The spatial and temporal meshes are taken uniform. The finite
element method using piecewise-linear polynomials is used for the space and the scheme for
time described in previous sections is used in the examples.

Example 5.1. The source term f is chosen as

2(7T)2 t1+oc

T2+ a) sin(mz) + wt* sin(7rx) cos(m).

f(z,t) = 2tsin(nzx) +
Then the exact solution is u(z,t) = t2sin(mrx).

For the 0 < o < 1 case, the theoretical convergence order is O(h? + k). To examine the
rate of convergence for this method, in Table 1, for a fixed time step At = 1/800 and some
different spatial meshes, we can see the orders of convergence for v in L?-norms are close to 2
which are accord with the spatial convergence order O(h?). In Table 2, for a fixed spatial step
h = 1/1000, it shows that the orders of convergence for u in L?-norms are close to 1 which are
accord with the time convergence order O(k). The numerical results are consistent with our
theoretical results in Theorem 4.2.

Table 5.1: The errors and space convergence rates for u with fixed time step At = 1/800.

h a=0.3 a=0.6 a=0.9

lu(T) —ul || cvrate ||u(T)—ul| cvrate |Ju(T)—u)]| cv.rate
1/4 3.5673E-2 - 3.4926E-2 - 3.4058E-2 -
1/8 8.8397E-3 2.013 8.6821E-3 2.008 8.4523E-3 2.011
1/16  2.1018E-3 2.072 2.1059E-3 2.044 2.0528E-3 2.042
1/32  4.2061E-4 2.321 4.6254E-4 2.187 4.5466E-4 2.174

Example 5.2. We choose the exact solution u(z,t) = 1/ Zsin(mrx), the smoothing property of
which is less. Then the source term can be arrived at

r(3/2)m pa—1/2

T/2+a) sin(mx) + 7t sin(7x) cos(mx),

1
flz,t) = 5157% sin(max) +
where f(z,t) is nonsmooth in time.
In Table 3, for a fixed time step At = 1/5000 and some different spatial meshes, we can see
the orders of convergence for v in L2-norms are close to 2 which are in agreement with the spatial
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Table 5.2: The errors and time convergence rates for u with fixed space step h = 1/1000.

At a=03 a=06 a=09

|lw(T) —ul || cvrate |Ju(T)—ul| cvrate |Ju(T)—ul]| cv.rate
1/8 3.7512E-2 - 1.7726E-2 - 1.0798E-2 -
1/16  1.6424E-2 1.192 7.5884E-3 1.224 5.0085E-3 1.108
1/32  7.1783E-3 1.194 3.3325E-3 1.187 2.4005E-3 1.061
1/64  3.1469E-3 1.189 1.5045E-3 1.147 1.1738E-3 1.032

Table 5.3: The errors and space convergence rates.

! At h llu(T) —ul|| cv.rate
0.1 1/5000 1/2 1.4513E-1 -
1/5000 1/4 3.9126E-2 1.891
1/5000 1/8 1.1972E-2 1.708
0.3 1/5000 1/2 1.4382E-1 -
1/5000 1/4 3.7275E-2 1.948
1/5000 1/8 9.9406E-3 1.907
0.9 1/5000 1/2 1.4572E-1 -
1/5000 1/4 3.7357E-2 1.967
1/5000 1/8 9.4572E-3 1.982

Table 5.4: The errors and time convergence rates.

! h At lu(T) — ul|| cv.rate
0.3 1/1000 1/10 5.3429E-2 -
1/1000 1/20 3.3131E-2 0.703
1/1000 1/40 2.0364E-2 0.702
0.6 1/1000 1/10 1.8203E-2 -
1/1000 1/20 1.0321E-2 0.819
1/1000 1/40 6.1121E-3 0.756
0.9 1/1000 1/10 4.2612E-3 -
1/1000 1/20 2.3878E-3 0.836
1/1000 1/40 1.4430E-3 0.727

convergence order O(h?). Table 4 exhibits the numerical errors in temporal direction with
different « for a fixed sufficiently small spatial step. Because the source term f is nonsmooth
in time, the convergence for small fractional order « suffers some loss.

All in all, based on the above numerical examples, one can find that our numerical method is
effective.
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