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Abstract

This paper focuses on the adaptive discontinuous Galerkin (DG) methods for the tem-

pered fractional (convection) diffusion equations. The DG schemes with interior penalty

for the diffusion term and numerical flux for the convection term are used to solve the

equations, and the detailed stability and convergence analyses are provided. Based on

the derived posteriori error estimates, the local error indicator is designed. The theoret-

ical results and the effectiveness of the adaptive DG methods are, respectively, verified

and displayed by the extensive numerical experiments. The strategy of designing adaptive

schemes presented in this paper works for the general PDEs with fractional operators.

Mathematics subject classification: 26A33, 65M60, 65M12.

Key words: Adaptive DG methods, Tempered fractional equations, Posteriori error esti-

mate.

1. Introduction

Fractional calculus [8] is a popular mathematical tool for modelling anomalous diffusions

[27], being ubiquitous in nature. Microscopically, anomalous diffusion can be described by

continuous time random walk (CTRW), defined by the waiting time and jump length; generally

the first moment of the waiting time and/or the second moment of the jump length diverge(s).

Sometimes, it is better to temper the broad distribution(s) of the waiting time and/or the jump

length [4, 19, 25, 44], because of the boundedness of physical space or the finite lifespan of the

biological particles or the slow transition of different diffusion types. Based on the tempered

CTRW, the partial differential equations (PDEs) characterizing the evolution of the functional

distribution of the trajectories of the particles are derived [41], which reduce to the PDEs

describing the distribution of the positions of the particles if taking the parameter p over there

as 0, called tempered fractional PDEs; here, we discuss their (adaptive) discontinuous Galerkin

(DG) methods.

There are already some works for numerically solving (tempered) fractional PDEs by varia-

tional methods [19,22,26,29,31,33,40,42,46]. Ervin and Roop [22] firstly present the variational

formulation for the fractional advection dispersion equation. The DG methods are particularly

applied to fractional problems with their majority of characteristics [7,13,24,34,39,43], natural-

ly being formulated for any order of accuracy in any element, being flexible in choosing element

sizes in any place, suitable for adaptivity, being local and easy to invert for mass matrix, leading
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to an explicit formulation for time dependent problems, etc. Cockburn and Mustapha [14] pro-

vide a hybridizable DG method for fractional diffusion problems; McLean and Mustapha [29]

discuss the superconvergence of the DG method for the fractional diffusion and wave equa-

tions; Xu and Hesthaven [42], and Wang et al [40], respectively, consider DG and hybridized

DG methods for the fractional convection-diffusion equations; Zayernouri and Karniadakis [46]

design discontinuous spectral element methods for the time and space fractional differential

equations. Du et al [20] give a convergent adaptive finite element algorithm for nonlocal d-

iffusion and peridynamic models. Ainsworth and Glusa [3], and Chen et al [11], discuss the

adaptive algorithms about fractional Laplacian with integral definition and spectral definition,

respectively. Zhao et al [45] design an adaptive algorithm for Riesz fractional derivative with

a posteriori error estimator based on gradient recovery approach. It seems that there are not

works for investigating the potential advantages of DG methods in adaptivity for fractional

problems, by deriving posteriori error estimates and providing the local error indicators.

The model we consider in this paper is the two dimensional space tempered fractional

differential equation with absorbing boundary conditions [17, 18, 21], i.e.,















∂tu+ b · ∇u− κ1∇α,λ
x u− κ2∇β,λ

y u = f, (x, t) ∈ Ω× J,

u(x, t) = uin, Γin × J,

u(x, 0) = u0(x), x ∈ Ω,

u(x, t) = 0, (x, t) ∈ R
2\Ω̄× J,

(1.1)

where α, β ∈ (0, 1), λ > 0, and κ1, κ2 > 0 in the domain Ω = [a, b]× [c, d] and J = [0, T ]. The

boundary of the domain Ω is decomposed into two parts: the inflow part Γin and outflow part

Γout defined by

Γin = {x ∈ ∂Ω : b · n < 0}, Γout = ∂Ω\Γin, (1.2)

where n is the unit outward normal vector on the boundary. The model (1.1) describes a

convection-diffusion problem with convection term b ·∇u and diffusion term κ1∇α,λ
x u+κ2∇β,λ

y u

in horizontal and vertical directions respectively [17, 28]. Because of the existence of nonlocal

operators ∇α,λ
x and ∇β,λ

y , the local boundary ∂Ω itself cannot be hit by the majority of discon-

tinuous sample trajectories; based on this physical implication, this problem should be specified

the generalized Dirichlet boundary conditions, i.e., in the complementary of Ω [17,18,21]. Note

that if κ1 = κ2 and α = β, the diffusion term will not reduce to a two-dimensional fractional

Laplacian [17]. The function f ∈ L2(J ;L2(Ω)) is a source term; the convection coefficient b

is assumed to be continuous and satisfy ∇ · b = 0, and the initial function u0 ∈ L2(Ω). The

tempered fractional operator ∇α,λ
x is defined from [9] and will be shown in the next section.

Compared with non-tempered case, the tempered operator ∇α,λ
x characterizes the physical re-

ality that the jump length of a particle will not be arbitrarily large [41]. As for the discussion

of the adaptivity of the fractional problems, we start from the steady state version of (1.1) with

b = 0. The first part of the paper focuses on designing the DG scheme of (1.1) with genuinely

triangular grids, and offering explicit theoretical analyses. Being different from [33], which con-

structs the LDG scheme by rewriting the fractional equation as a first order system, we adopt

the primal DG methods, namely interior penalty (IP) method, still keeping the advantages over

the classical continuous Galerkin method in facilitating hp-adaptivity and yielding block diag-

onal mass matrices in time-dependent problems. Generally, the non-ignorable drawback of the

IP method is to specify sufficient large penalty parameter for guaranteeing numerical stability,

which degrades the performance of the iterative solver of the linear system [36]. Fortunately,

for the (tempered) fractional equations, this drawback disappears, since the schemes are stable
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for any value of the penalty parameter, say, simply taking as 1. For the convection term, the

upwind flux [13, 34] is used for ensuring numerical stability. High-order accuracy of hN−ǫ can

be obtained by only assuming that the weak solution has sufficient regularity in each element.

Mesh adaption is the basic technique of balancing the computational cost and accuracy,

which introduces extra points near the singularities or the high gradient part of the solution to

be computed. The key ingredient of adaptivity is a posteriori error estimators [7,10], which are

computable quantities depending on the computed solution and data. We derive a posteriori

error estimators for fractional operators and obtain the local error indicators, being used to

dynamically and locally refine or coarsen meshes. To show the effectiveness of the local error

indicators, we adaptively solve the fractional differential equations with singularities, including

both the steady state and time dependent ones. For the steady state equations, two schemes are

presented. One is based on energy norm, while another one is based on dual weighted residual

(DWR). It is observed that the latter performs better than the former. For the time dependent

one, both the space mesh and time-step size are adapted, simultaneously.

The outline of this paper is as follows. Section 2 is composed of five subsections. The

first subsection reviews the definitions and properties of tempered fractional calculus. The

notations and the variational formulations of DG schemes are, respectively, proposed in the

second and third subsections. In the fourth subsection, we perform the stability analysis and

error estimates for the two dimensional tempered fractional convection-diffusion equations.

The numerical results are provided in the last subsection. Section 3 is discussing adaptivity,

composed of two parts, which are, respectively, for the stationary equation and the evolution

equation. We conclude the paper with some remarks in the last section.

2. DG for the Tempered Fractional Convection-Diffusion Equation

In this section, we design the DG scheme for the tempered fractional convection-diffusion

equation (1.1), provide the detailed stability and convergence proof, and numerically verify the

theoretical results.

2.1. Tempered fractional operators

We firstly introduce some preliminary definitions of tempered fractional calculus [9, 25].

Definition 2.1. For any α > 0, λ > 0, the left and right tempered Riemann-Liouville fractional

integrals of function u(x) defined on R are given by

−∞Iα,λx u(x) = e−λx
−∞Iαx [e

λxu(x)] =
1

Γ(α)

∫ x

−∞

(x− ξ)α−1e−λ(x−ξ)u(ξ)dξ,

xI
α,λ
∞

u(x) = eλxxI
α
∞
[e−λxu(x)] =

1

Γ(α)

∫

∞

x

(ξ − x)α−1e−λ(ξ−x)u(ξ)dξ.

Definition 2.2. For any α > 0, n − 1 < α < n, n ∈ N
+, λ > 0, the left and right tempered

Riemann-Liouville fractional derivatives of function u(x) defined on R are given by

−∞Dα,λ
x u(x) = e−λx

−∞Dα
x [e

λxu(x)] =
e−λx

Γ(n− α)

dn

dxn

∫ x

−∞

(x− ξ)n−α−1eλξu(ξ)dξ,

xD
α,λ
∞

u(x) = eλxxD
α
∞
[e−λxu(x)] =

(−1)neλx

Γ(n− α)

dn

dxn

∫

∞

x

(ξ − x)n−α−1e−λξu(ξ)dξ.
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Definition 2.3. The Riesz tempered fractional derivative is ∇α,λ
x of u(x) with α, β ∈ (0, 1),

λ > 0, is defined as

∇α,λ
x u(x) = −κα(D

α,λ
x − 2λα)u(x), (2.1)

where κα = 1
2 cos(απ/2) and D

α,λ
x = −∞Dα,λ

x + xD
α,λ
∞

. The definition of ∇β,λ
y is similar.

Lemma 2.1. For u(x) ∈ L2(R) and µ, λ > 0, it holds that

F [−∞Iµ,λx u(x)](ω) = (λ+ iω)−µû(ω),

F [xI
µ,λ
∞

u(x)](ω) = (λ− iω)−µû(ω).

If u(x) ∈ C∞

0 (R) further, then

F [−∞Dµ,λ
x u(x)](ω) = (λ+ iω)µû(ω),

F [xD
µ,λ
∞

u(x)](ω) = (λ− iω)µû(ω),

where û(ω) := F [u(x)](ω) =
∫

∞

−∞
e−iωxu(x)dx.

Based on the Fourier transform in Lemma 2.1, the equivalence of the fractional derivative

space with fractional order Hilbert spaces in one dimension has been established in [22]. Here,

we extend some results to two dimensions since the problem (1.1) contains two single-directional

fractional operators. For A,B > 0, let A ∼ B, which means that there exist positive constants

c1, c2 independent on B satisfying c1B ≤ A ≤ c2B.

Lemma 2.2 ([19]). Let p, q > 0 and α > 0. Then

(p+ q)α ∼ pα + qα. (2.2)

More specifically,

2α−1(pα + qα) ≤ (p+ q)α ≤ (pα + qα) for 0 < α ≤ 1;

(pα + qα) ≤ (p+ q)α ≤ 2α−1(pα + qα) for α > 1.

Let µ > 0. We define the norms for the functions in Hµ,λ(R2) and Hµ(R2) in terms of the

Fourier transform, i.e.,

|u(x, y)|2
Hµ,λ

x (R2)
:=

∫

R2

(λ2 + ω2
1)

µ|û|2dω,

|u(x, y)|2
Hµ,λ

y (R2)
:=

∫

R2

(λ2 + ω2
2)

µ|û|2dω,

|u(x, y)|2Hµ,λ(R2) :=

∫

R2

(λ2 + |ω|2)µ|û|2dω,

‖u(x, y)‖2Hµ(R2) :=

∫

R2

(1 + |ω|2µ)|û|2dω,

where ω1 and ω2 are two components of ω. Noticing that |ω|2 = ω2
1 + ω2

2 , together with (2.2),

we have

1 + |ω|2µ ∼ (λ2 + |ω|2)µ ∼ (λ2 + ω2
1)

µ + (λ2 + ω2
2)

µ.

Therefore, for a fixed λ,

‖u‖2Hµ(R2) ∼ |u|2Hµ,λ(R2) ∼ |u|2
Hµ,λ

x (R2)
+ |u|2

Hµ,λ
y (R2)

, (2.3)
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which implies that the semi-norm | · |Hµ,λ(R2) is a norm and can be presented as the sum of two

semi-norms | · |Hµ,λ
x (R2) + | · |Hµ,λ

y (R2).

By Plancherel’s theorem, the following Lemma has been proved in [19, Theorem 3.2].

Lemma 2.3. Let 0 < µ < 1, and λ > 0. If u ∈ Hµ/2(R2), then

(

−∞Dµ/2,λ
x u, xD

µ/2,λ
∞

u
)

∼ ‖−∞Dµ/2,λ
x u‖2L2(R2) ∼ ‖ xD

µ/2,λ
∞

u‖2L2(R2) ∼ |u|2
H

µ/2,λ
x (R2)

, (2.4)
(

−∞Dµ/2,λ
y u, yD

µ/2,λ
∞

u
)

∼ ‖−∞Dµ/2,λ
y u‖2L2(R2) ∼ ‖ yD

µ/2,λ
∞

u‖2L2(R2) ∼ |u|2
H

µ/2,λ
y (R2)

. (2.5)

Combining (2.3) and Lemma 2.3, we have

‖u‖2Hµ/2(R2) ∼

(

−∞Dµ/2,λ
x u, xD

µ/2,λ
∞

u
)

+
(

−∞Dµ/2,λ
y u, yD

µ/2,λ
∞

u
)

. (2.6)

Remark 2.1. The formula (2.6) shows the coercivity of the tempered fractional operator for

0 < µ < 1. If 1 < µ < 2, the tempered fractional operator is also coercive; for the details of the

proof, see [19, Theorem 3.2].

In the following, we use Hµ(Ω) to denote the space of functions on Ω that admits extensions

to Hµ(R2), equipped with the quotient norm ‖u‖Hµ(Ω) := inf
ũ

‖ũ‖Hµ(R2), where the infimum

extends over all possible ũ ∈ Hµ(R2) such that ũ = u on Ω (in the sense of distributions).

Hµ
0 (Ω) denotes the closure of C∞

0 (Ω) w.r.t. ‖ · ‖Hµ(Ω). Then for u ∈ H
µ/2
0 (Ω), the result in

domain Ω of (2.6) is also valid:

‖u‖2Hµ/2(Ω) ∼

(

aD
µ/2,λ
x u, xD

µ/2,λ
b u

)

+
(

cD
µ/2,λ
y u, yD

µ/2,λ
d u

)

. (2.7)

We also list the fractional Poincaré-Friedrichs inequality for Hµ
0 (Ω) [19, 22].

Lemma 2.4. Let 0 < s < µ, and s 6= n− 1
2 (n ∈ N

+). If u ∈ Hµ
0 (Ω), then

‖u‖L2(Ω) ≤ C|u|Hµ
0
(Ω) and |u|Hs

0
(Ω) ≤ C|u|Hµ

0
(Ω).

2.2. Notations for DG methods

Denote Ωh as a conforming subdivision of Ω ⊂ R
2 with non-overlapping triangles. For an

element T ∈ Ωh, hT denotes its diameter, and h = maxT∈Ωh
hT . The family of meshes Ωh is

assumed to be shape-regular, i.e., there exists a constant c such that for all T ∈ Ωh,
hT

ρT
≤ c,

where ρT denotes the radius of the largest inscribed ball in T . Denote Γ as the union of the

boundaries of the elements T of Ωh, and Γi the set of interior faces of Ωh, i.e., the set of

faces that are not included in the boundary ∂Ω = Γin ∪ Γout, where Γin is introduced in (1.1).

Associated with the mesh Ωh, we define the broken Sobolev spaces with s ≥ 0,

Hs(Ωh) := {v : Ω → R
∣

∣ v|T ∈ Hs(T ), ∀T ∈ Ωh}, (2.8)

Hs
0(Ωh) := {v ∈ Hs(Ωh), v|∂Ω = 0}, (2.9)

equipped with the broken Sobolev norm

‖v‖2Hs(Ωh)
:=

∑

T∈Ωh

‖v‖2Hs(T ). (2.10)
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If s = k + σ /∈ N0, then ‖ · ‖Hs(T ) is the Aronszajn-Slobodeckij norm [32] defined as

‖v‖2Hs(T ) = ‖v‖2Hk(T ) +

∫

T

∫

T

|∂kv(x) − ∂kv(y)|2

|x− y|2+2σ
dxdy. (2.11)

The DG finite element space is defined as follows:

Vh = {v : v ∈ L2(Ω)
∣

∣ v|T ∈ PN (T ), ∀T ∈ Ωh}, (2.12)

where PN (T ) denotes the set of polynomials of degree less than or equal to N . The numerical

solution uh(x, t) can be expressed by

uh(x, t)|T =

Np
∑

j=1

uh(xj , t)lj(x) x ∈ T, (2.13)

where lj(x) denotes the two-dimensional multivariate Lagrange interpolation basis function,

and Np = (N + 1)(N + 2)/2 is degree of freedom in one element.

Next, we introduce some notations to manipulate numerical fluxes. If two elements T 1
e and

T 2
e are neighbors and share one common side e, there are two traces of the function v along e.

We assume that the normal vector ne is oriented from T 1
e to T 2

e , and denote

{v} =
1

2
(v|T 1

e
) +

1

2
(v|T 2

e
), [v] = (v|T 1

e
)− (v|T 2

e
), ∀e = ∂T 1

e ∩ ∂T 2
e .

The definition of jump and average to sides that belong to the boundary ∂Ω is:

{v} = [v] = (v|T 1
e
), ∀e = ∂T 1

e ∩ ∂Ω.

We also introduce the bilinear form J0 : Hs(Ωh)×Hs(Ωh) → R that penalizes the jump of the

function values:

J0(v, w) =
∑

e∈Γi

∫

e

[v][w].

Though the solutions to fractional equations typically have quite low regularity, the low

regularity is commonly located at the boundary, not the interior [2]. In addition, the estimates

for higher order Hölder norms of solution can be obtained by technically considering a weighted

norm which vanishes at the boundary [2]. Here for simplicity, we only assume the solution

to have sufficient regularity in each elements for DG method. Then the traces in numerical

fluxes, the penalty J0 and (2.9) are all well-defined with respect to the element in which they

are located in the broken Sobolev space Hs(Ωh).

2.3. Variational formulation

From the definition of the tempered fractional derivatives (2.1), we rewrite (1.1) as























∂u

∂t
+ b · ∇u+ κ1κα(D

α,λ
x − 2λα)u+ κ2κβ(D

β,λ
y − 2λβ)u = f Ω× J,

u(x, t) = uin Γin × J,

u(x, 0) = u0(x) Ω,

u(x, t) = 0 R
2\Ω̄× J.

(2.14)
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Considering the convection term b·∇u, we assume the weak solution u ∈ H1
0 (Ωh) and formulate

the DG variational formulation as: find u ∈ V := H1(0, T ;H1
0(Ωh)), such that

(

∂u

∂t
, v

)

+ bh(u, v) + ah(u, v)− κ(u, v) = (f, v)−
∑

e∈Γin

∫

e

b · neuinv ∀v ∈ V, (2.15)

where κ = 2λακ1κα + 2λβκ2κβ > 0,

bh(u, v) = −(bu,∇hv) +
∑

e∈Γi

∫

e

b · neû[v] +
∑

e∈Γout

∫

e

b · neuv, (2.16)

ah(u, v) = κ1καa
α
x (u, v) + κ2κβa

β
y (u, v) + J0(u, v), (2.17)

and

aαx(u, v) = (aD
α
2
,λ

x u, xD
α
2
,λ

b v) + (aD
α
2
,λ

x v, xD
α
2
,λ

b u),

aβy (u, v) = (cD
β
2
,λ

y u, yD
β
2
,λ

d v) + (cD
β
2
,λ

y v, yD
β
2
,λ

d u).

∇h denotes the piecewise gradient operator.

The numerical flux û in bh(u, v) stems from integration by part. It is a single valued function

defined on the faces and should be designed based on different guiding principles for different

PDEs to guarantee stability and convergence. Here we choose an upwind flux: û := uup. We

recall that ne is a unit normal vector pointing from T 1
e to T 2

e :

uup =

{

u|T 1
e
, if b · ne ≥ 0,

u|T 2
e
, if b · ne < 0.

(2.18)

We discretize the time derivative with Euler backward difference scheme. Let NT be a

positive integer and τ = T/NT denote the time step. We also use the notations:

tn = n · τ, un(x) = u(x, tn) ∀n ≥ 0.

Define the L2 projection operator Ph : L2(Ω) → Vh, i.e., for each element Ti,

(Phu− u, v)Ti = 0 ∀v ∈ PN (Ti). (2.19)

The fully discrete DG scheme is as follows: find un+1
h ∈ Vh, such that ∀v ∈ Vh,

(

un+1
h − un

h

τ
, v

)

+ bh(u
n+1
h , v) + ah(u

n+1
h , v)− κ(un+1

h , v)

=(fn+1, v)−
∑

e∈Γin

∫

e

b · neuinv (2.20)

with known un
h, and if n = 0, u0

h = Phu0(x).

2.4. Stability analysis and error estimates

In this subsection, we discuss the stability and error estimates for the fully discrete scheme

(2.20). First, we present three lemmas for preparation.
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Lemma 2.5 (Discrete Grönwall inequality [34]). Let τ, B,C > 0 and (an)n, (bn)n, (cn)n
be sequences of nonnegative numbers satisfying

an + τ

n
∑

i=0

bi ≤ B + Cτ

n
∑

i=0

ai + τ

n
∑

i=0

ci, ∀n ≥ 0.

Then, if Cτ < 1,

an + τ

n
∑

i=0

bi ≤ eC(n+1)τ(B + τ

n
∑

i=0

ci), ∀n ≥ 0.

Lemma 2.6. For any function f(x) ∈ L2(Ω) and g(x, t) ∈ L1(0, T ;L2(Ω)), if |f(x)| ≤
∫ T

0
g(x, t)dt

for any x ∈ Ω, then

‖f(x)‖2L2(Ω) ≤ T

∫ T

0

‖g(x, t)‖2L2(Ω)dt.

This inequality can be easily obtained by using Hölder’s inequality. Here we omit the proof.

Lemma 2.7. Let Ωh be the conforming subdivision of Ω with non-overlapping triangles for

some given h. Assume that u ∈ H1(Ωh) defined in (2.8) in two dimensions. Then for arbitrary

small ǫ > 0, u ∈ H1/2−ǫ(Ω) defined in (2.11).

Proof. Considering the additive property of L2 norm, we can easily obtain u ∈ L2(Ω) from

u ∈ H1(Ωh). The rest part is to prove |u|2Hs(Ω) < ∞ ∀s ∈ (0, 1/2). Splitting the double integral

of Aronszajn-Slobodeckij semi-norm in (2.11) into each element Ti ∈ Ωh yields

|u|2Hs(Ω) =

∫

Ω

∫

Ω

|u(x)− u(y)|2

|x− y|2+2s
dxdy

=
∑

i,j

Ii,j :=
∑

i,j

∫

Ti

∫

Tj

|ui(x) − uj(y)|2

|x− y|2+2s
dxdy,

(2.21)

where ui(x) = u(x)|Ti . The integrals in (2.21) can be divided into four categories: Ti =

Tj; T̄i

⋂

T̄j = ∅; T̄i

⋂

T̄j = a edge; T̄i

⋂

T̄j = a vertex. For the fixed mesh Ωh, the number of

summations in (2.21) is finite. As a result, the following we want to show is that Iij < ∞ for

each i and j.

Since u(x) ∈ H1(Ωh), then for each element Ti, we have u(x)|Ti ∈ H1(T ). Therefore, for

the first case Ti = Tj, considering the embedding theorem, we have

Ii,i = |u|2Hs(Ti)
≤ C|u|2H1(Ti)

< ∞.

For the second case T̄i

⋂

T̄j = ∅, the singular term |x − y|−2−2s can be bounded below by a

positive constant, and then

Ii,j ≤ C

∫

Ti

∫

Tj

|ui(x) − uj(y)|
2dxdy ≤ C

∫

Ti

∫

Tj

u2
i (x) + u2

j(y)dxdy < ∞.

When Ti and Tj share a common edge x∗ in the third case, we use a basic and well known

technique in the boundary element method community relying on Duffy-type transforms for

numerically computing such integrals [1,37]. Here we simply explain this method. First consider

the affine mappings

χi : T̂ → Ti, χi(x̂) = Bix̂+ x
(1)
i ,
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and we have

Ii,j = 4|Ti||Tj |

∫

T̂

∫

T̂

|ui(χi(x̂))− uj(χj(ŷ))|
2

|χi(x̂)− χj(ŷ)|2+2s
dx̂dŷ

= 4|Ti||Tj |

∫∫∫∫

T̂×T̂

Fij(x̂1, x̂2, ŷ1, ŷ2)dx̂1dx̂2dŷ1dŷ2.

Since the case of a common edge is considered, we assume that for the two adjacent elements

Ti, Tj , the affine mappings satisfy

χi(t, 0) = χj(t, 0) for all t ∈ [0, 1]. (2.22)

Therefore, if we define ẑ = (ŷ1− x̂1, ŷ2, x̂2), the singularity of the integrand is localized at ẑ = 0:

Ii,j = 4|Ti||Tj|

∫ 1

0

∫ 1−x̂1

−x̂1

∫ ẑ1+x̂1

0

∫ x̂1

0

Fij(x̂1, ẑ3, x̂1 + ẑ1, ẑ2)dẑdx̂1. (2.23)

To deal with the singularity at ẑ = 0, we decompose the domain of integration as five parts

Dk, 1 ≤ k ≤ 5. Here for simplicity, we only list the first part since the others will be handled

similarly (see [1, 37] for the other parts):

D1 = {(x̂1, ẑ) : −1 ≤ ẑ1 ≤ 0, 0 ≤ ẑ2 ≤ 1 + ẑ1, 0 ≤ ẑ3 ≤ ẑ2 − ẑ1, ẑ2 − ẑ1 ≤ x̂1 ≤ 1}. (2.24)

Then let ξ ∈ [0, 1] and η = (η1, η2, η3) ∈ [0, 1]3. For the integral in D1, consider the mapping

T1 : [0, 1]× [0, 1]3 → D1,

T1(ξ, η) = (ξ,−ξη1η2, ξη1(1− η2), ξη1η3)

with the Jacobian determinants |JT1| = ξ3η21 . By now, we finally transform the singularity
ẑ = 0 into ξ = 0 and η1 = 0:

∫
D1

Fij =

∫
[0,1]

∫
[0,1]3

|ui(χi(ξ, ξη1η3))− uj(χj(ξ(1− η1η2), ξη1(1− η2))|
2

|d1(η)|2+2s
· ξ1−2s

η
2
1dηdξ, (2.25)

where

d1(η) = χi(1, η1η3)− χj(1− η1η2, η1(1− η2)).

Note that d1(η) = 0 when η1 = 0 due to the condition (2.22). It is easy to find d1(η) ∼ η1 as

η1 → 0 since the affine mappings χi, χj are linear, implying

η21 |d1(η)|
−2−2s ∼ η−2s

1 as η1 → 0.

Therefore, if ui and uj are bounded,
∫

D1
Fij < ∞ when s < 1/2.

However, H1(Ti) cannot be embedded into C0(T̄i) in two dimensions, which implies the

numerator in (2.25) may be singular at η1 = 0. We assume the singularity of ui or uj at the

common vertex x∗ is |x− x∗|−p(p > 0), i.e.,

|ui(j)(x)| ∼ |x− x∗|−p as x → x∗.

So if p < 1/2 − s, the integral Ii,j converges while Ii,j diverges when p ≥ 1/2 − s. But in

the latter case, we can show a contradiction that ui /∈ H1(Ti). More precisely, for any given

s ∈ (0, 1/2), since p ≥ 1/2 − s > 0, there exists a positive constant ǫ satisfying ǫ < p and

|x− x∗|−p > |x − x∗|−ǫ. Then it can be easily verified that |x − x∗|−ǫ /∈ H1(Ti), which shows
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|x − x∗|−p /∈ H1(Ti). So for ui ∈ H1(Ti), the worst case is u ∼ |x − x∗|−ǫ as x → x∗ with

arbitrarily small ǫ > 0. In this case, Ii,j converges for any fixed s satisfying 0 < s < 1
2 where

ǫ < 1
2 − s.

Similarly, the integrals Ii,j in Dk, 2 ≤ k ≤ 5 also converge. The fourth case is also valid with

the same technique as the one used in the third case, but with different domain decomposition

and Duffy-type transform; see details in [1, 37]. Finally, for any s ∈ (0, 1
2 ),

|u|2Hs(Ω) =
∑

i,j

Ii,j < ∞,

which implies for arbitrary small ǫ > 0, u ∈ H1/2−ǫ(Ω). �

Following Lemma 2.7, one simple example is that the piecewise constant function in two

dimensions belongs to H1/2−ǫ(Ω), which is the same as the one in one dimension. So for the

weak solution u in DG method, it still has weak regularity H1/2−ǫ(Ω) in the whole domain.

Then for any α, β ∈ (0, 1), we have u ∈ Hα/2(Ω)
⋂

Hβ/2(Ω), which is the keystone of the

subsequent stability and convergence analyses. In the following, C denotes a generic constant

independent of h and τ , which takes different values in different occurrences. First, we prove

the coercivity and continuity of the bilinear form ah(u, v). Define the energy norm on V as

‖v‖2E(Ωh)
= |v|2

H
α/2,λ
x (Ω)

+ |v|2
H

β/2,λ
y (Ω)

+
∑

e∈Γi

∫

e

[v]2, (2.26)

where

|v|2
H

α/2,λ
x (Ω)

= ‖aD
α/2,λ
x v‖2L2(Ω), |v|2

H
β/2,λ
y (Ω)

= ‖cD
β/2,λ
y v‖2L2(Ω).

Then from (2.7) and (2.17), there exists a positive constant γ < 1 such that

ah(v, v) = 2κ1κα

(

aD
α
2
,λ

x v, xD
α
2
,λ

b v
)

+ 2κ2κβ

(

cD
β
2
,λ

y v, yD
β
2
,λ

d v

)

+
∑

e∈Γ

∫

e

[v]2

≥ γ|v|2
H

α/2,λ
x (Ω)

+ γ|v|2
H

β/2,λ
y (Ω)

+
∑

e∈Γ

∫

e

[v]2

≥ γ‖v‖2E(Ωh)
.

(2.27)

On the other hand, from the definition of ah(u, v), and Cauchy-Schwarz’s inequality, we have

|ah(u, v)| ≤ |κ1κα|
(∣

∣

∣

(

aD
α
2
,λ

x u, xD
α
2
,λ

b v
)∣

∣

∣
+
∣

∣

∣

(

aD
α
2
,λ

x v, xD
α
2
,λ

b u
)∣

∣

∣

)

+ |κ2κβ|

(∣

∣

∣

∣

(

cD
β
2
,λ

y u, yD
β
2
,λ

d v

)∣

∣

∣

∣

+

∣

∣

∣

∣

(

cD
β
2
,λ

y v, yD
β
2
,λ

d u

)∣

∣

∣

∣

)

+
∑

e∈Γ

∫

e

[u][v]

≤ C|u|
H

α/2,λ
x (Ω)

· |v|
H

α/2,λ
x (Ω)

+ C|u|
H

β/2,λ
y (Ω)

· |v|
H

β/2,λ
y (Ω)

+
∑

e∈Γ

∫

e

[u][v]

≤ C‖u‖E(Ωh) · ‖v‖E(Ωh). (2.28)
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Next we deal with another bilinear form bh(u, v). For the upwind flux, there is

bh(v, v) = − (bv,∇hv) +
∑

e∈Γi

∫

e

b · nev
up[v] +

∑

e∈Γout

∫

e

b · nev
2

=
∑

e∈Γi

∫

e

b · ne

(

vup[v]−
1

2
[v2]

)

−
1

2

∑

e∈∂Ω

∫

e

b · nev
2 +

∑

e∈Γout

∫

e

b · nev
2

=
∑

e∈Γi

∫

e

b · ne (v
up[v]− {v}[v])−

1

2

∑

e∈Γin

∫

e

b · nev
2 +

1

2

∑

e∈Γout

∫

e

b · nev
2

=
1

2

∑

e∈Γi

∫

e

|b · ne|[v]
2 +

1

2

∑

e∈Γin

∫

e

|b · ne|v
2 +

1

2

∑

e∈Γout

∫

e

|b · ne|v
2 ≥ 0. (2.29)

Now we examine the stability property of the scheme (2.20).

Theorem 2.1. For absorbing boundary conditions, the fully discrete scheme (2.20) is uncon-

ditionally stable, and there exists a positive constant C independent of h and τ , such that for

all m > 0,

‖um
h ‖2L2(Ω) + 2τγ

m
∑

n=1

‖un
h‖

2
E(Ωh)

≤C

(

‖u0
h‖

2
L2(Ω) + τ

m
∑

n=1

‖fn‖2L2(Ω) + τh−1
∑

e∈Γin

‖uin‖
2
L2(e)

)

. (2.30)

Proof. Taking v = un+1
h in (2.20), using (2.27), (2.29), and Cauchy-Schwarz’s inequality,

1

τ
(un+1

h − un
h, u

n+1
h ) + γ‖un+1

h ‖2E(Ωh)
− κ‖un+1

h ‖2L2(Ω)

≤ ‖fn+1‖L2(Ω) · ‖u
n+1
h ‖L2(Ω) +

∑

e∈Γin

‖b‖L∞(e)‖uin‖
2
L2(e)‖u

n+1
h ‖L2(e).

Noting that the inequality:

(x2 − y2) ≤ (x2 − y2 + (x− y)2) = 2(x− y)x ∀x, y ∈ R,

together with Young’s inequality and trace theorem, we obtain

1

2τ
(‖un+1

h ‖2L2(Ω) − ‖un
h‖

2
L2(Ω)) + γ‖un+1

h ‖2E(Ωh)

≤
1

2
‖fn+1‖2L2(Ω)+(κ+ 1) ‖un+1

h ‖2L2(Ω) +
C

h

∑

e∈Γin

‖uin‖
2
L2(e). (2.31)

Multiplying (2.31) by 2τ and summing from n = 0 to n = m− 1 lead to

‖um
h ‖2L2(Ω) − ‖u0

h‖
2
L2(Ω) + 2τγ

m
∑

n=1

‖un
h‖

2
E(Ωh)

≤τ

m
∑

n=1

‖fn‖2L2(Ω) + (2κ+ 2)τ

m
∑

n=1

‖un
h‖

2
L2(Ω) +

Cτ

h

∑

e∈Γin

‖uin‖
2
L2(e).

Then the desired result is obtained by discrete Grönwall inequality of Lemma 2.5. �
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Remark 2.2. It can be seen that the stability is unconditional for the penalty parameter when

α, β ∈ (0, 1). The essential reason is that for classical problem integration by part yields the

boundary term {∇v · ne}[v] [34, pp. 38-39], which makes coercivity valid only when penalty

parameter is sufficiently large. But for (tempered) fractional problem, this boundary term does

not exist in the weak form (2.15).

The solutions to fractional equations typically have low regularity, but it is not too low

everywhere. Commonly, the solutions have low regularity at the boundary and the higher

regularity in the interior [2]. We assume that the solution of (2.15) is sufficiently regular in

each element for α, β ∈ (0, 1) here, and we prove the convergence order in L2 norm to be

O(hN−ǫ + τ). On the contrary, for the case of the solution with low regularity, the adaptive

DG scheme will be considered in the next section.

Theorem 2.2. Let un be the exact solution of (2.15), un
h the numerical solution of the fully

discrete scheme (2.20). Then

‖uNT − uNT

h ‖2L2(Ω) ≤ Ch2N−ǫ‖u‖2W 1,∞(0,T ;HN+1(Ωh))
+ Cτ2‖u‖2H2(0,T ;L2(Ω)). (2.32)

Proof. As usual, we denote the error en = un − un
h by two parts ρn = un − Phu

n and

θn = un
h − Phu

n. Subtracting (2.20) from (2.15) , we have
(

∂un+1

∂t
−

un+1 − un

τ
, v

)

+

(

en+1 − en

τ
, v

)

+ bh(e
n+1, v) + ah(e

n+1, v)− κ(en+1, v) = 0.

Noting that en = ρn − θn, we get
(

θn+1 − θn

τ
, v

)

+ bh(θ
n+1, v) + ah(θ

n+1, v)− κ(θn+1, v)

=

(

ρn+1 − ρn

τ
, v

)

+ bh(ρ
n+1, v) + ah(ρ

n+1, v)− κ(ρn+1, v) +

(

∂un+1

∂t
−

un+1 − un

τ
, v

)

.

Taking v = θn+1, similarly to the proof of stability, we obtain

1

2τ
(‖θn+1‖2L2(Ω) − ‖θn‖2L2(Ω)) + γ‖θn+1‖2E(Ωh)

− κ‖θn+1‖2L2(Ω) ≤
5
∑

i=1

|Ti|, (2.33)

where

T1 = (
ρn+1 − ρn

τ
, θn+1), T2 = bh(ρ

n+1, θn+1), T3 = ah(ρ
n+1, θn+1),

T4 = κ(ρn+1, θn+1), T5 = (
∂un+1

∂t
−

un+1 − un

τ
, θn+1).

Since ρn+1 − ρn =
∫ tn+1

tn
ρtdt, by Lemma 2.6, we have

‖ρn+1 − ρn‖2L2(Ω) ≤ τ

∫ tn+1

tn

‖ρt‖
2
L2(Ω)dt.

Hence, with Hölder’s, Young’s inequalities, we obtain

|T1| ≤

∥

∥

∥

∥

ρn+1 − ρn

τ

∥

∥

∥

∥

L2(Ω)

· ‖θn+1‖L2(Ω)

≤
3

4ǫ1
·
1

τ

∫ tn+1

tn

‖ρt‖
2
L2(Ω)dt+

ǫ1
3
‖θn+1‖2L2(Ω)

≤ Cτ−1h2N+2

∫ tn+1

tn

|ut|
2
HN+1(Ωh)

dt+
ǫ1
3
‖θn+1‖2L2(Ω).
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Considering the property of the projection Ph (2.19) and the piecewise constant b, together

with trace inequalities, we have

|T2| ≤ |(bρn+1,∇hθ
n+1)|+

∣

∣

∣

∣

∣

∑

e∈Γ

∫

e

b · nρ̂n+1[θn+1]

∣

∣

∣

∣

∣

≤ ‖b‖L∞(Ω)

∑

e∈Γ

‖ρ̂n+1‖L2(e) · ‖[θ
n+1]‖L2(e)

≤ ‖b‖2L∞(Ω)

1

4ǫ2

∑

e∈Γ

‖ρ̂n+1‖2L2(e) + ǫ2
∑

e∈Γ

‖[θn+1]‖2L2(e)

≤ Ch2N+1|un+1|2HN+1(Ωh)
+ ǫ2

∑

e∈Γ

‖[θn+1]‖2L2(e).

From the continuity of a(u, v) (2.28), we obtain

|T3| ≤ C‖ρn+1‖E(Ωh) · ‖θ
n+1‖E(Ωh)

≤
C2

4ǫ3
‖ρn+1‖2E(Ωh)

+ ǫ3‖θ
n+1‖2E(Ωh)

≤ Ch2N+1−ǫ|un+1|2HN+1(Ωh)
+ ǫ3‖θ

n+1‖2E(Ωh)
.

In the last inequality, using embedding theorem, the first two terms in the energy norm

‖ρn+1‖E(Ωh) (2.26) both can be bounded by ‖ρn+1‖H1/2−ǫ(Ω) since α, β < 1. Then, basing

on Lemma 2.7, we have the approximation property [6],

‖u− Phu‖H1/2−ǫ(Ω) ≤ C‖u− Phu‖H1(Ωh) ≤ ChN |u|HN+1(Ωh). (2.34)

For the last term in the energy norm ‖ρn+1‖E(Ωh), using trace theorem,

∑

e∈Γ

∫

e

[ρn+1]2 ≤ Ch−1‖ρn+1‖2L2(Ω) + h‖∇hρ
n+1‖2L2(Ω) ≤ Ch2N+1|un+1|2HN+1(Ωh)

.

Similarly, for the fourth term, we have

|T4| ≤ κ‖ρn+1‖L2(Ω) · ‖θ
n+1‖L2(Ω)

≤ κ2 3

4ǫ1
‖ρn+1‖2L2(Ω) +

ǫ1
3
‖θn+1‖2L2(Ω)

≤ Ch2N+2|un+1|2HN+1(Ωh)
+

ǫ1
3
‖θn+1‖2L2(Ω).

Note that the Taylor expansion with integral remainder has the form

un = un+1 − τun+1
t +

∫ tn

tn+1

(tn − t)utt(t)dt.

Thus we have

∣

∣

∣

∣

∂un+1

∂t
−

un+1 − un

τ

∣

∣

∣

∣

≤
1

τ

∫ tn+1

tn

(t− tn)utt(t)dt ≤

∫ tn+1

tn

|utt(t)|dt,
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and then

|T5| ≤

∥

∥

∥

∥

∂un+1

∂t
−

un+1 − un

τ

∥

∥

∥

∥

L2(Ω)

· ‖θn+1‖L2(Ω)

≤
3

4ǫ1

∥

∥

∥

∥

∂un+1

∂t
−

un+1 − un

τ

∥

∥

∥

∥

2

L2(Ω)

+
ǫ1
3
‖θn+1‖2L2(Ω)

≤ Cτ

∫ tn+1

tn

‖utt‖
2
L2(Ω)dt+

ǫ1
3
‖θn+1‖2L2(Ω).

Substituting Ti, 1 ≤ i ≤ 5, into (2.33), we have

1

2τ
(‖θn+1‖2L2(Ω) − ‖θn‖2L2(Ω)) + (γ − ǫ3)‖θ

n+1‖2E(Ωh)

≤(κ+ ǫ1)‖θ
n+1‖2L2(Ω) + ǫ2

∑

e∈Γ

‖[θn+1]‖2L2(e) + Cτ

∫ tn+1

tn

‖utt‖
2
L2(Ω)dt

+ Cτ−1h2N+2

∫ tn+1

tn

|ut|
2
HN+1(Ωh)

dt+ Ch2N−ǫ|un+1|2HN+1(Ωh)
. (2.35)

From the definition of energy norm (2.26), we know

‖θn+1‖2E(Ωh)
≥
∑

e∈Γ

‖[θn+1]‖2L2(e).

Therefore, choosing ǫ2 and ǫ3 small enough such that ǫ2 + ǫ3 ≤ γ leads to

(γ − ǫ3)‖θ
n+1‖2E(Ωh)

− ǫ2
∑

e∈Γ

‖[θn+1]‖2L2(e) ≥ 0.

Multiplying (2.35) by 2τ , summing over n from 0 to NT − 1, and θ0 = 0, we obtain

‖θNT ‖2L2(Ω) ≤ 2τ(κ+ ǫ1)

NT
∑

n=1

‖θn‖2L2(Ω) + Ch2N+2

∫ T

0

‖ut‖
2
L2(Ω)dt

+ Cτ2
∫ T

0

‖utt‖
2
L2(Ω)dt+ Ch2N−ǫ‖u‖2L∞(0,T ;HN+1(Ωh))

≤ 2τ(κ+ ǫ1)

NT
∑

n=1

‖θn‖2L2(Ω) + Ch2N−ǫ‖u‖2W 1,∞(0,T ;HN+1(Ωh))
+ Cτ2‖u‖2H2(0,T ;L2(Ω)).

By the discrete Grönwall inequality of Lemma 2.5 and the triangle inequality, we obtain the

desired result.

2.5. Numerical experiments

In this section, we offer the numerical performance of the proposed schemes with three ex-

amples to validate the preceding theoretical analysis. We use the backward Euler discretization

to solve the method-of-line fractional PDE, i.e., the classical ODE system. We take the suffi-

ciently small time steps τ ∼ hN+1 to observe the spatial convergence order. As to the spatial

approximation, we adopt the interpolation bases [24].
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We define the local mass matrix Mk and the local spatial stiffness matrix Sk
x , S

k
y at element

T k as

Mk
ij = (lki (x), l

k
j (x))Tk , (Sk

x/y)ij =

(

∂lkj (x)

∂x/y
, lki (x)

)

Tk

,

where the notation x/y denotes x or y. It is a little complicated to build the tempered fractional

spatial stiffness matrix, since tempered fractional operators are nonlocal and we need all the

information of the related elements in x direction or y direction when generating any stiffness

matrix of an element. The algorithm of fractional spatial stiffness matrix in two dimensions

was introduced in [33], where fractional diffusion equations was solved by local DG method.

We use the part of discretzing fractional operator in [33] and get the global tempered fractional

spatial stiffness matrices lGx, lGy, rGx, rGy , where ‘l/r’ denote left/right tempered fractional

derivative. With the above notations, we get the matrix form of the fully discrete form (2.20)

as

M
un+1
h − un

h

∆t
+ b1Sxu

n+1
h + κ1κα(lGx + rGx)u

n+1
h

+ b2Syu
n+1
h + κ2κβ(lGy + rGy)u

n+1
h − κMun+1

h = MFn+1
h ,

where M , Sx, Sy are global mass and stiffness matrices, and their non-zero diagonal blocks are

constructed by Mk, Sk
x , and Sk

y respectively.

Example 2.1. Consider the problem

∂u

∂t
+ b · ∇u− κ1∇

α,λ
x u− κ2∇

β,λ
y u = f, (2.36)

where b = (0.5, 0.5), κ1 = 0.1, κ2 = 0.2, λ = 0.2, T = 1 and α, β ∈ (0, 1) on the computational

domain Ω = (0, 2) × (0, 2). Its exact solution is u = e−tx3.8(2 − x)3.8y3.8(2 − y)3.8 with

appropriate initial and boundary conditions.

Example 2.2. Consider the same problem (2.36), with a different source term f so that the

exact solution u = e−t sin π
2x sin

π
2 y.

Example 2.3. Consider the problem (2.36) with the same parameters. But now the exact

solution u is unknown. We assume that the smooth source term f = 1 and the initial condition

u01 = sin π
2x sin

π
2 y or u02 = xy.

Since the exact solution is unknown, the rate of convergence is calculated by means of mesh-

nesting technique for this example. More precisely, there is

rate =
ln(eh/e2h)

ln(2)
, (2.37)

where eh = ‖uh − u2h‖, and uh denotes the numerical solution under mesh size h. The corre-

sponding results for different initial condition u01 and u02 are presented in Tables 2.3 and 2.4,

respectively.

Table 2.1 and Table 2.2 list the L2 errors and convergence orders for different parameters

(α, β) in different DG finite element space PN , and K the total number of triangle elements.

It can be seen that the convergence order is better than the theoretical result hN−ǫ, for any

of (α, β) ∈ (0, 1). For the solution with relatively low regularity in the first example, the
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Table 2.1: Numerical errors (L2) and orders of convergence on triangular meshes for Example 2.1.

K 72 200 392 648

N (α, β) error error order error order error order

1

(0.2,0.2) 7.03e-2 2.60e-2 1.95 1.31e-2 2.03 7.83e-3 2.04

(0.5,0.5) 6.45e-2 2.35e-2 1.98 1.18e-2 2.05 6.99e-3 2.07

(0.7,0.2) 6.67e-2 2.44e-2 1.97 1.23e-2 2.05 7.29e-3 2.06

K 72 200 392 648

2

(0.2,0.2) 8.90e-3 1.68e-3 3.27 7.02e-4 2.59 3.86e-4 2.38

(0.5,0.5) 7.73e-3 1.45e-3 3.27 6.23e-4 2.52 3.39e-4 2.42

(0.7,0.2) 8.07e-3 1.50e-3 3.30 6.33e-4 2.56 3.43e-4 2.43

K 72 200 392 648

3

(0.2,0.2) 1.05e-3 1.49e-4 3.82 4.78e-5 3.38 1.95e-5 3.57

(0.5,0.5) 9.64e-4 1.32e-4 3.89 4.00e-5 3.55 1.56e-5 3.75

(0.7,0.2) 9.85e-4 1.35e-4 3.89 4.10e-5 3.53 1.59e-5 3.77

Table 2.2: Numerical errors (L2) and orders of convergence on triangular meshes for Example 2.2.

K 72 200 392 648

N (α, β) error error order error order error order

1

(0.2,0.2) 4.61e-2 1.67e-2 1.98 8.51e-3 2.01 5.12e-3 2.02

(0.5,0.5) 4.41e-2 1.60e-2 1.99 8.11e-3 2.01 4.88e-3 2.02

(0.7,0.2) 4.49e-2 1.63e-2 1.99 8.26e-3 2.02 4.96e-3 2.03

K 72 200 392 648

2

(0.2,0.2) 3.13e-3 6.88e-4 2.96 2.70e-4 2.78 1.35e-4 2.77

(0.5,0.5) 2.80e-3 6.20e-4 2.95 2.43e-4 2.78 1.21e-4 2.77

(0.7,0.2) 2.89e-3 6.35e-4 2.97 2.48e-4 2.79 1.23e-4 2.79

K 72 200 392 648

3

(0.2,0.2) 3.12e-4 4.06e-5 4.00 1.09e-5 3.91 4.11e-6 3.87

(0.5,0.5) 3.00e-4 3.88e-5 4.01 1.03e-5 3.93 3.87e-6 3.91

(0.7,0.2) 3.05e-4 3.93e-5 4.01 1.05e-5 3.93 3.92e-6 3.92

Table 2.3: Numerical errors (L2 and L∞) and orders of convergence on nesting triangular meshes for

Example 2.3 with initial condition u01 and source term f = 1.

K 8 and 32 32 and 128 128 and 512

(α, β) Penalty Norm error error order error order

(0.5,0.5)

Yes
L2 1.63e-1 2.37e-2 2.78 2.97e-3 2.99

L∞ 4.26e-1 1.21e-1 1.81 3.71e-2 1.71

No
L2 1.63e-1 2.38e-2 2.78 3.01e-3 2.98

L∞ 4.60e-1 1.29e-1 1.84 3.96e-2 1.70

K 8 and 32 32 and 128 128 and 512

(0.2,0.7)

Yes
L2 1.62e-1 2.35e-2 2.79 2.91e-3 3.01

L∞ 4.30e-1 1.45e-1 1.57 3.84e-2 1.92

No
L2 1.63e-1 2.36e-2 2.79 3.01e-3 2.97

L∞ 4.60e-1 1.53e-1 1.59 4.43e-2 1.79
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Table 2.4: Numerical errors (L2 and L∞) and orders of convergence on nesting triangular meshes for

Example 2.3 with initial condition u02 and source term f = 1.

K 8 and 32 32 and 128 128 and 512

(α, β) Penalty Norm error error order error order

(0.5,0.5)

Yes
L2 7.06e-2 1.25e-2 2.50 1.65e-3 2.92

L∞ 2.67e-1 8.58e-2 1.64 3.02e-2 1.51

No
L2 7.18e-2 1.53e-2 2.23 1.72e-3 3.15

L∞ 2.51e-1 9.60e-2 1.39 4.42e-2 1.12

K 8 and 32 32 and 128 128 and 512

(0.2,0.7)

Yes
L2 7.04e-2 1.24e-2 2.51 1.31e-3 3.24

L∞ 2.65e-1 8.52e-2 1.64 3.19e-2 1.42

No
L2 7.16e-2 1.53e-2 2.23 1.66e-3 3.20

L∞ 2.52e-1 9.58e-2 1.40 4.71e-2 1.02

convergence order is shown to be relatively low for higher order polynomial N = 2, 3. One of

the advantage of DG method is its flexibility and ability to support high-order accuracy while

maintaining a large degree of locality in the formulation, we choose the nice analytic solutions

in the two examples to verify the high convergence order of the DG scheme [16].

In Tables 2.3 and 2.4, we compare the numerical results for the schemes with or without

the penalty terms, denoted as “Yes” and “No” in the table. We only use the linear polynomial

N = 1 for simplicity in this example. The exact solution should be continuous for a smooth

source term f = 1. No obvious differences can be found in L2 errors and L∞ ones whether the

penalty terms exist or not. The errors are slightly smaller for the scheme with penalty terms

than those of the scheme without penalty terms, especially for L∞ norm.

3. Adaptive DG Algorithm

This section focuses on the adaptive DG scheme for the fractional diffusion equations. We

derive posteriori error estimates, and design the local error indicators. The numerical experi-

ments are performed to show the performances of the adaptive schemes.

3.1. Stationary Equation

Through the analyses in Section 2, there is no essential difference between tempered frac-

tional derivatives and fractional derivatives. So we consider the fractional stationary equation

for simplicity,
{

D
α
xu+ D

β
yu = f Ω,

u = 0 R
2\Ω,

(3.1)

and also assume the weak solution u ∈ V = H1/2−ǫ(Ω) for arbitrary small ǫ.

A posteriori error estimators are the essential ingredient of adaptivity, which are computable

quantities depending on the computed solution and data that provide information about the

quality of approximation and may thus be used to make judicious mesh modifications. The

ultimate purpose is to construct the estimator of meshes that will eventually be equivalent to

the exact error. We present two kinds of methods to construct the estimator: energy norm

method and DWR method.
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3.1.1. Scheme 1 – Energy norm method [6]

In this scheme, we assume α = β for simplicity. Then for each element T ∈ Ωh, we define the

local error estimator ηT by

η2T = η21,T + η22,T = hα
T ‖R‖2L2(T ) + ‖[uh]‖

2
L2(∂T ),

where R := f − (Dα
xuh + D

α
yuh). We will prove that the exact error can be bounded by ηT ,

where the constants in these inequalities depend only on the properties of the triangulation.

The upper estimate shows that ηT can be used as a reliable stopping criterion for the adaptive

algorithm. While the lower estimate cannot be easily obtained due to the nonlocal properties

of the fractional operator [3].

Lemma 3.1. There exists a constant C1, depending only on the minimum angle of Ωh, such

that

‖u− uh‖
2
E(Ωh)

≤ C1

∑

T∈Ωh

η2T , (3.2)

where the energy norm ‖ · ‖E(Ωh) is defined in (2.26) but with λ = 0 and α = β.

Proof. The weak form reads as follows: find u ∈ V ⊂ Hα/2(Ω), such that

a(u, v) = (f, v), ∀v ∈ V, (3.3)

where the symmetry bilinear form

a(u, v) = aαx (u, v) + aαy (u, v) +
∑

e∈Γ

∫

e

[u][v].

The notations aαx (u, v) and aαy (u, v) are defined in (2.17) with λ = 0.

Let uh ∈ Vh (defined in (2.12)) be the numerical solution, and eh := u − uh. Then eh
satisfies the residual equation

a(eh, v) = (R, v)−
∑

e∈Γ

∫

e

[uh][v], ∀v ∈ V. (3.4)

Now we resort to the Scott-Zhang interpolation operator Π : V → Vh [38], which satisfies the

approximation property, for any v ∈ V ,

‖v −Πv‖L2(T ) ≤ Ch
α/2
T |v|Hα/2(T̃ ), (3.5)

where T̃ is the union of all elements having nonempty intersection with T . Then we have

|a(eh, v)| = |a(eh, v −Πv)| ≤
∑

T∈Ωh

|(R, v −Πv)T |+
∑

e∈Γ

∫

e

∣

∣[uh][v −Πv]
∣

∣

≤
∑

T∈Ωh

‖R‖L2(T ) · ‖v −Πv‖L2(T ) +
∑

e∈Γ

‖[uh]‖L2(e) · ‖v‖L2(e)

≤ C

(

∑

T∈Ωh

η2T

)1/2

·

(

∑

T∈Ωh

h−α
T ‖v −Πv‖2L2(T ) + ‖v‖2L2(∂T )

)1/2

≤ C

(

∑

T∈Ωh

η2T

)1/2

·

(

∑

T∈Ωh

|v|2
Hα/2(T̃ )

+ ‖v‖2L2(∂T )

)1/2

≤ C

(

∑

T∈Ωh

η2T

)1/2

· ‖v‖E(Ωh), (3.6)
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where we use the following inequality in the last step, from the definition on Aronszajn-

Slobodeckij seminorm (2.11) [23]

∑

T∈Ωh

|v|2
Hα/2(T̃ )

≤ C|v|2Hα/2(Ω).

Taking v = eh ∈ Hα/2(Ω), we obtain

‖eh‖E(Ωh) ≤ C

(

∑

T∈Ωh

η2T

)1/2

. (3.7)

This completes the proof of the lemma. �

3.1.2. Scheme 2 – DWR method

Different from the scheme above, which aims at estimating the error with respect to the generic

energy norm, the DWR method [5] for goal-oriented error estimation aims at economical com-

putation of arbitrary quantities of physical interest. This is typically required in the design

cycles of technical applications. ‘Goal-oriented’ adaptivity is designed to achieve these tasks

with minimal cost.

When solving the fractional problems, the DWR method is significantly better than the

traditional approach since the fractional operator and energy norm is nonlocal. In detail, for

left Riemann-Liouville fractional operator, the numerical solution on one element T is affected

by all the elements on the left. Therefore, the lower bound is not local absolutely and the over

refinement may occur. While DWR multiplies every local error indicator on one element by

a weight, consisting of the dual solution. It has the feature of a ‘generalized’ Green function

G(T, T ′), which describes the dependence of the target error quantity J(eh) concentrated at

some element T [5].

Without assuming α = β, let z ∈ V be the solution of the associated dual problem

a(ϕ, z) = J(ϕ) ∀ϕ ∈ V, (3.8)

and zh ∈ Vh ⊂ V be discontinuous finite element approximation defined by

a(ϕh, zh) = J(ϕh) ∀ϕh ∈ Vh, (3.9)

where the bilinear form a(·, ·) is defined as

a(u, v) = aαx(u, v) + aβy (u, v) +
∑

e∈Γ

∫

e

[u][v].

Using this construction together with Galerkin orthogonality, we obtain

J(eh) = a(eh, z) = a(eh, z − zh)

=
∑

T∈Ωh

(R, z − zh) +
∑

e∈Γ

∫

e

[uh][z − zh]

≤
∑

T∈Ωh

(

‖R‖L2(T ) · ‖z − zh‖L2(T ) + ‖[uh]‖L2(∂T )‖[z − zh]‖L2(∂T )

)

. (3.10)
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Thus, we define the local error indicator

ηT := ‖R‖L2(T ) · ‖z − zh‖L2(T ) + ‖[uh]‖L2(∂T )‖[z − zh]‖L2(∂T ). (3.11)

Taking

J(ϕ) =
(

(aD
α/2
x ϕ,x D

α/2
b eh) + (xD

α/2
b ϕ,a D

α/2
x eh) + (cD

β/2
y ϕ,y D

β/2
d eh)

+ (yD
β/2
d ϕ,c D

β/2
y eh) +

∑

e∈Γ

[ϕ][eh]
)

· ‖eh‖
−1
E(Ωh)

such that J(eh) = ‖eh‖E(Ωh), we have the global upper bound in energy norm,

‖eh‖E(Ωh) = J(eh) ≤
∑

T∈Ωh

ηT . (3.12)

If we take a rough estimate to J(eh) by ‖z − zh‖L2(T ) ≤ Ch
α/2
T |z|Hα/2(T̃ ) and ‖[z −

zh]‖L2(∂T ) ≤ C‖z‖L2(∂T ), then substituting them into (3.10), similarly to (3.6), we have, with

a priori analysis in forms of bounds for z,

‖eh‖E(Ωh) ≤ C
(

∑

T∈Ωh

hα
T ‖R‖2L2(Ω) + ‖[uh]‖

2
L2(∂T )

)1/2

.

Here, we get a global posteriori error estimate based on energy norm that is consistent

with Scheme 1. In this sense, a posteriori error estimate based on DWR is more meticulous.

In order to evaluate the posteriori error representation (3.12), we need information about the

discontinuous dual solution z. Since in practice, z is not explicitly known, but it can be obtained

by solving the dual problem numerically. Here, we approximate z by a high-order method. We

take Vh as the linear discontinuous finite element and solve the dual problem by using quadratic

discontinuous finite element on the current mesh yielding an approximation z
(2)
h ∈ V

(2)
h to z in

(3.11), and zh can be got by linear interpolation of z
(2)
h [5]. This yields the approximate local

error indicator

ηT ≈ ‖R‖L2(T ) · ‖z
(2)
h −Πhz

(2)
h ‖L2(T ) + ‖[uh]‖L2(∂T )‖[z

(2)
h − Πhz

(2)
h ]‖L2(∂T ). (3.13)

Remark 3.1. Besides the above mentioned points that a posteriori error estimate based on

DWR is better than a global posteriori error estimate based on energy norm, the former also

has advantages when the fractional derivative operators are anisotropic, i.e., α 6= β. For Scheme

1 of energy norm, we take α = β in (3.1) for simplicity. Actually, if α < β, we must take the

exponent of hT in the indicator ηT := h
α/2
T ‖R‖L2(T ) to be α/2 to guarantee the upper bound.

But this bound looks too large for β. A posteriori error estimate based on DWR avoids this

problem, and it is still effective for complex problems.

3.1.3. Marking Strategy

The goal of adaptive methods is the generation of a mesh which is adapted to the problem.

An optimal mesh should be as coarse as possible while meeting the criterion, in order to save

computational time and memory requirements. A global refinement of the mesh would lead

to the best error reduction, but the amount of new unknowns might be much larger than

needed to reduce the error below given tolerance. We use the so-called Döfler marking strategy
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[15] to refine the mesh. More strategies can be found in [30, 35], like maximum strategy and

equidistribution strategy.

Marking Strategy: Given a parameter 0 < θ < 1, construct a subset Ω̂h ⊂ Ωh such that

∑

T∈Ω̂h

η2T ≥ θ2
∑

T∈Ωh

η2T . (3.14)

Then we shall refine the mesh Ωh by this marking strategy and the convergence will be

obtained similarly to [12, Theorem 4.5].

3.1.4. Numerical experiments

In this section we will present some numerical experiments using the two schemes given above.

We compare them with uniformly refinement and with each other.

Example 3.1. Consider the 1D fractional equation on the domain Ω = [0, 2] with α = 0.8,

{

0D
α
xu = f, Ω,

u = 0, R\Ω,

and its dual problem is
{

xD
α
2 u = f, Ω,

u = 0, R\Ω.

The source term f is chosen such that the exact solution is u =
(

1− (x− 1)2
)γ
, γ = 0.7,

which has poor regularity near the boundary, and we use discontinuous piecewise linear function

for approximation.

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0

0.2

0.4

0.6

0.8

1

1.2

exact solution
numerical solution

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0

0.2

0.4

0.6

0.8

1

1.2

exact solution
numerical solution

Fig. 3.1. Adaptive refinement of Example 3.1: energy norm indicator on 60 elements (left) and weighted

indicator on 58 elements (right).

This is a boundary layer problem, i.e., the solution has less regularity around the endpoints

of domain [0, 2], where the mesh should be finer. We initially divide the interval [0, 2] into 8 cells

uniformly, then refine the mesh based on the energy norm indicator in Fig. 3.1 (left) and the

weighted indicator in Fig. 3.1 (right). The numerical solution approximates the exact solution

both very well obviously. And from an intuitive point of view, the right one is better than the

left one. Besides, we compare the two kinds of refinements with uniform refinement, and show
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N
100 101 102 103
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10-4

10-3
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energy-norm indicator
(DWR)weighted indicator
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Fig. 3.2. L2 error versus number of elements N of Example 3.1, for uniform refinement, the energy

norm indicator, the weighted indicator obtained by the DWR approach.

their convergence rates. A reference line is provided which shows the optimal convergence rate

N−2. As shown in Fig. 3.2, the uniform refinement is the worst while the refinement based on

the weighted indicator is the best, almost achieving the optimal convergence rate.

Example 3.2. Consider the 2D fractional equation on the domain by Ω := [0, 2]× [0, 2] with

α = 0.2, β = 0.8,
{

0D
α
xu+ xD

α
2 u+ 0D

β
yu+ yD

β
2u = f, Ω,

u = 0, R
2\Ω.

(3.15)

and its dual problem is itself. The source term f is chosen such that the exact solution writes

u(x, y) = x(x − 2)y(y − 2) arctan
(

√

x2 + y2 − 2

0.05

)

.

Being the same as the case of 1D, we compare the three kinds of refinements: uniform

refinement, the refinement based on energy norm indicator, and weighted indicator. This exact

solution has less regularity inside the domain, i.e., interior layer. Fig. 3.3 is the shape of the

Fig. 3.3. Surface plot of the exact solution of Experiment 3.2, and the steep region around the arc

x2 + y2 = 4.
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Table 3.1: Example 3.2: Uniform refinement.

K ‖u− uk‖L2 ‖u− uk‖E
32 0.3164 1.1565

72 0.1908 0.9010

128 0.1257 0.6794

200 0.0935 0.5264

288 0.0755 0.4357

392 0.0637 0.3803

512 0.0528 0.3362

Table 3.2: Example 3.2: Refinement based on the energy norm indicator.

k K ‖u− uk‖L2 ‖u− uk‖E η Ieff
1 8 0.6752 1.2608 3.5025 2.7781

2 15 0.3930 1.0819 2.0108 1.8586

3 28 0.2614 0.7705 1.6311 2.1168

4 42 0.1652 0.6573 1.1697 1.7796

5 86 0.1169 0.4383 0.9193 2.0973

6 152 0.0872 0.4074 0.6599 1.6198

7 201 0.0684 0.3023 0.5550 1.8361

Table 3.3: Example 3.2: Refinement based on the weighted indicator.

k K ‖u− uk‖L2 ‖u− uk‖E η Ieff
1 8 0.6752 1.2608 3.2037 2.5410

2 15 0.3930 1.0819 2.2824 2.1096

3 28 0.2614 0.7705 1.4480 1.8792

4 36 0.1650 0.6408 1.0232 1.5968

5 63 0.1242 0.4852 0.9040 1.8632

6 110 0.0933 0.4174 0.6412 1.5360

7 166 0.0551 0.2766 0.4584 1.6572

exact solution. The adaptive mesh will be finer in the steep region. The experiment datum

are presented in Table 3.1, Table 3.2, and Table 3.3. We denote the total error indicator by η,

and the effectiveness index Ieff = η/‖e‖E(Ωh). If the effectiveness index Ieff remains roughly

constant in different meshes, the indicator η approximates the true error eh well. By comparing

these tables, adaptive refinement is significantly better than uniform refinement. The weighted

indicator is slightly better than the energy norm indicator since the L2 norm error and energy

norm error of the former is smaller than the latter, and the effectiveness index Ieff of the

former changes more moderately than the latter. In Fig. 3.4, two kinds of adaptive meshes are

presented, and both refine the steep region. The right one (based on the weighted indicator) is

slightly better than the left one (based on the energy norm indicator). Although the advantage

here is not obvious, maybe the problem is a little simple or the mesh is not fine enough, DWR

method is still an important approach for complex problem and arbitrary quantities of physical

interest.
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Fig. 3.4. Mesh after 11 iterations (973 cells) based on energy norm indicator on the left and mesh after

11 iterations (903 cells) based on weighted indicator on the right.

3.2. Evolution Equation

In this section, we consider the time dependent tempered fractional equation:






∂tu+ b · ∇u − κ1∇
α,λ
x u− κ2∇

β,λ
y u = f, (x, t) ∈ Ω× J,

u(x, 0) = u0(x), x ∈ Ω,

u(x, t) = 0, (x, t) ∈ R
2\Ω× J.

(3.16)

Different from the stationary equation, the mesh here is adapted to the solution in every time

step using a posteriori error indicator, i.e., the adaptive algorithm solving the evolution equation

at the n-th time step reads as

Solve → Estimate → Refine/Coarsen.

Here the refinement/coarsening procedure includes both the mesh and time step size modifi-

cations. In this paper, we propose the following algorithm, similar to [10], to modify the time

step size τn and mesh Ωn
h starting from the initial time step size τn,0 = τn−1 and initial mesh

Ωn,0
h = Ωn−1

h :

1. Refine the time step size τn,0 to the final time step size τn such that the associated time

error indicators are less than the prescribed tolerances.

2. Refine/Coarsen the mesh Ωn,0
h to the final mesh Ωn

h such that the associated space error

indicators are less than the prescribed tolerances.

3. Enlarge the initial time step size τn+1,0 for next time step if the current time error

indicator is much less than the tolerances.

3.2.1. A posteriori error analyses

While the previous section is concentrated on the spatial mesh refinement based on the local

error indicator, this section describes the process of evolution of the solution and the time

step size based on the time error indicator. Then we introduce the time and space local error

indicator, and show their upper bound property. For convenience, we take b = 0, α = β. Let

u ∈ V := H1(0, T ;Hα/2(Ω)) be the solution of

(∂tu, v) + a(u, v)− κ(u, v) = (f, v), ∀v ∈ V, (3.17)

and un
h be the fully discrete discontinuous finite element approximation defined by

(

un
h − un−1

h

τn
, vh

)

+ a(un
h, vh)− κ(un

h, vh) = (f̄n, vh), ∀vh ∈ Vh, (3.18)

where f̄n = 1
τn

∫ tn
tn−1

f(x, t)dt.
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Theorem 3.1. For any integer 1 ≤ m ≤ N , there exists a positive constant C depending only

on the minimum angle of meshes Ωn
h, n = 1, · · · ,m, such that the posteriori error estimate

‖um − um
h ‖2L2(Ω) +

m
∑

n=1

∫ tn

tn−1

‖um − um
h ‖2E(Ωn

h)
dt

≤‖u0 − u0
h‖

2
L2(Ω) + C

m
∑

n=1

τn(η
n
time1 + ηntime2) + C

m
∑

n=1

τnη
n
space,

holds, where the time error indicator and space error indicator are given by

ηntime1 =
1

τn

∫ tn

tn−1

‖f − f̄n‖2L2(Ω)dt, ηntime2 = ‖un
h − un−1

h ‖2L2(Ω), (3.19a)

ηnspace =
∑

T∈Ωn
h

ηnT , ηnT = hα
T ‖R

n‖2L2(T ) + ‖[uh]‖
2
L2(∂T ), (3.19b)

Rn = f̄n −
un
h − un−1

h

τn
− κ1καD

α,λ
x un

h − κ2καD
α,λ
y un

h + κun
h. (3.19c)

Proof. The proof is similar to Lemma 3.1, but it is needed to deal with the temporal

derivative carefully. From the definition of Rn, we have, for any v ∈ V ,

(

un
h − un−1

h

τn
, v

)

+ a(un
h, v)− κ(un

h, v) = (f̄n, v)− (Rn, v) +
∑

e∈Γ

[un
h][v]. (3.20)

Then for any t ∈ (tn−1, tn], we denote uh(t) as the linear interpolation of un−1
h and un

h such

that ∂tuh(t) = (un
h−un−1

h )/τn. Then from (3.17) and (3.20), for any v ∈ V and its Scott-Zhang

interpolator Πnv, we have

(∂t(u− uh), v) + a(u− un
h, v)− κ(u− un

h, v)

=(f − f̄n, v) + (Rn, v)−
∑

e∈Γ

[un
h][v]

=(f − f̄n, v) + (Rn, v −Πnv)−
∑

e∈Γ

∫

e

[un
h][v −Πv],

where the last equality uses the Galerkin orthogonality.

Taking v = u− uh := eh, similarly to (3.6), using the property of Scott-Zhang interpolation

operator (3.5) and the formulae

a(u − un
h, u− uh) =

1

2
‖u− un

h‖
2
E(Ωh)

+
1

2
‖u− uh‖

2
E(Ωh)

−
1

2
‖uh − un

h‖
2
E(Ωh)

,

(u − un
h, u− uh) =

1

2
‖u− un

h‖
2
L2(Ω) +

1

2
‖u− uh‖

2
L2(Ω) −

1

2
‖uh − un

h‖
2
L2(Ω)

≤ ‖u− uh‖
2
L2(Ω),
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we have

1

2

d

dt
‖eh‖

2
L2(Ω) +

1

2
‖eh‖

2
E(Ωh)

+
1

2
‖u− un

h‖
2
E(Ωh)

≤ κ‖eh‖
2
L2(Ω) +

1

2
‖uh − un

h‖
2
E(Ωh)

+ (f − f̄n, eh) + (Rn, eh −Πneh) +
∑

e∈Γ

∫

e

|[uh][eh −Πeh]|

≤ C(‖eh‖
2
L2(Ω)+‖f−f̄n‖2L2(Ω) + ‖un

h − un−1
h ‖2L2(Ω))+C

∑

T∈Ωn
h

(

hα
T ‖R

n‖2L2(Ω)+‖[uh]‖
2
L2(∂T )

)

+
1

4
‖en‖2E(Ωh)

, (3.21)

where we use the following inequality in the last step, since uh is the linear interpolation of

un−1
h and un

h in (tn−1, tn],

‖uh − un
h‖

2
E(Ωh)

≤ C‖un
h − un−1

h ‖2E(Ωh)
.

Integrating (3.21) in time from tn−1 to tn and summing over n from 1 to m, with the discrete

Grönwall inequality, we complete the proof. �

3.2.2. Numerical experiment

In this part, we present the numerical results using the adaptive algorithm of evolution equations

given above and focus on observing the evolution of exact solution by taking it with different

regularity at different time, which will indicate the effectiveness of the indicator.

Example 3.3. Consider the equation (3.16) on the domain Ω = [0, 2]× [0, 2], with b = 0, κ1 =

0.1, κ2 = 0.2, λ = 0.2, and α = β = 0.8. The source term f is chosen such that the exact

solution is

u(x, y) = x(x − 2)y(y − 2)e−((x−t)2+(y−t)2)/0.005.

Mesh at time 0.6300 Mesh at time 0.8800

Mesh at time 1.1150 Mesh at time 1.4100

Fig. 3.5. Mesh refinement at different time. It shows that the local refinement of meshes change as the

singularity point moves on the line y = x.
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Due to the small denominator 0.005 in this example, the solution is steep at the point (t, t),

where we expect to observe more refinements. The adaptation process yields the meshes shown

in Fig. 3.5, which is consistent with our expectation completely.

4. Conclusion

We discuss the DG methods for the two dimensional time-dependent space tempered frac-

tional convection-diffusion equations, especially their adaptivity; and the provided strategy for

designing adaptive schemes works for the general PDEs with fractional operators. DG methods

are superior to finite element method in many ways, but the stability of the discrete schemes

needs more attention. The interior boundaries are usually connected by two ways: interior

penalty and numerical flux. We use the former to deal with the diffusion term and the lat-

ter to the convection term. The stability and convergence analyses are explicitly provided.

The theoretical results are confirmed by numerical experiments. For the adaptivity of the DG

methods, we consider two schemes of the stationary problem, i.e., a posteriori error estimator

based on the traditional energy norm and another one based on the dual weighted residual.

The numerical experiments confirm the advantage of the DWR method. Finally, we consider

the fractional evolution problem. A posteriori error estimate is provided and the indicator is

designed; and its effectiveness is displayed by numerical experiments.
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