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Abstract. This study is aimed at improving multiple adaptive subtraction. We pro-
pose a modified pseudomulti-channel matching method based on the Huber norm, to
adjust the matching differences on frequency and phase between the predicted multi-
ples and original data. The second-order derivative of the predicted multiples is uti-
lized to replace the derivative of its Hilbert transform. Due to the additional frequency
term, this method can enhance the high-frequency component. We introduce 180°
phase rotation of the multiple channels, which can decrease phase differences. The
Huber norm interpolates between smooth L2 norm treatment of small residuals and
robust L1 norm treatment of large residuals. This method can eliminate the restriction
of large value conditions from the L2 norm and weaken the condition of orthogonality
from the L1 norm. The applications of the Pluto and Delft models shows that com-
pared with pseudomulti-channel matching filter, the main frequency is increased from
36 Hz to 38 Hz, and the primary reflection wave is more concentrated. The practical
application of field data verifies the effectiveness of the proposed method.
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1 Introduction

In conventional seismic data processing, multiple waves are often regarded as interfer-
ence, especially for marine seismic data, which have many multiple waves. Elimination
of multiple waves is generally a critical step. There are two categories of elimination
methods, one based on the difference between multiples and effective signals, and the
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other on wave equations. The latter utilizes a data-driven mode and needs little or no
a prior information, such as the depth and velocity of the subsea. This type of method
can achieve a good suppression effect and is currently a primary object of research. All of
the current data-driven approaches, whether they use the feedback iterative method [1,2]
or wavefield extrapolation method [3], have the two parts of prediction and subtraction.
The predicted multiples are not likely to accurately coincide with the original data, in-
cluding amplitude, arrival time, phase, and frequency. Therefore, a matching filter is
required to achieve elimination when subtracting the predicted multiples from the origi-
nal data.

There are many methods of adaptive matching filtering. The Wiener filter [4] can
be implemented in both the time and frequency domains. The efficiency of the fre-
quency Wiener filter suffers lower efficiency due to the associated nonlinear optimiza-
tion problem. The time Wiener filter, by contrast, is simple and widely used. The pattern
matching filter [5] requires predictability of events and is not ideal when the medium
has strong lateral variations under complex conditions. The independent variable anal-
ysis method [6] is a kind of blind signal-separation technique that is only suitable when
there is no time-shift between the multiple trace and original trace. The complex curvelet
transform method [7] can correct the time-shift error well, but the processes of amplitude
and phase correction are complicated.

We choose the time domain Wiener filter for its computational cost and effectiveness.
The corresponding minimum-energy criteria can use different norms. For the L2 norm,
it is fast to realize but sensitive to noise interference. Tarantola [8] proposed this norm’s
statistical interpretation on the interference signal. The L2 norm rests on two assump-
tions: multiples and primary reflection waves should have minimum energy differences,
and they should be orthogonal. If not, there will be multiple solutions and the matching
effect is neither satisfactory nor acceptable. Error measurement based on the L1 norm
is common in geophysics. This norm has lower sensitivity to noise and is more robust
than the L2 norm [9]. In addition, it has no restriction on large-value conditions, hence
the energy difference between multiples and primary reflection waves should not be too
large [10]. By adding a threshold parameter on the L1 norm and adopting a non-causal
filter along the time axis, Xiong et al. [11] improved the matching effect and reduced
the computation time. Unfortunately, with zero residual, the gradient of the L1 norm is
singular and small errors are often amplified, so this criterion is often not applicable.

Considering the smoothness to small residuals of the L2 norm and the stability to
large residuals of the L1 norm, the Huber norm is proposed [12]. This criterion is contin-
uous at zero residual, uses the L1 norm for large residuals, and weights small residuals
with the L2 norm. Ekblom and Madsen [13] deduced this optimization method. Guit-
ton and William [14] used the Huber norm for velocity analysis and proved that it had
higher stability than the least square method with damping. The complex Huber norm
is applied to waveform inversion, and the gradient discretization formula of the Huber
norm is deduced by Taeyoung et al. [15]. Its robustness to outliers and coherent noise is
verified by Marmousi data. More recently, Li [16] calculated seismic curvature attributes
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based on this norm; as a result, not only is the fault boundary obtained but the fault
property can be discriminated.

However, regardless of the norm used for the matching filter, there are orthogonality
assumptions. This is often not the case for field seismic data, which makes the solution
prone to instability and produces calculation error. Since multi-channel participation in
matching can significantly reduce the orthogonal constraint between multiples and pri-
mary reflection waves, the multiple and its adjacent multiple channels are processed si-
multaneously [17]. Unlike the multi-channel filter, Monk [18] introduced derivative and
Hilbert transform for multiple channels, and proposed the pseudomulti-channel adap-
tive matching method. This idea was applied in different ways by Wang [17] and Li et
al. [19]. Liu [20] derived the solution through Z transformation. Li et al. [10] combined
multi-channel and pseudomulti-channel matching methods, and proposed the equipoise
pseudomulti-channel method. It is believed to achieve a better result than single- and
multi-channel matching, through the Pluto model [21]. However, none of these methods
considers frequency differences between multiples and primary reflection waves. Actu-
ally, due to two or more instances of wavelet convolution, the predicted multiples always
have a lower frequency range and a descending dominated frequency [22]. The existence
of frequency differences could influence the matching effect as much as other factors, so
it also must be considered.

This study proposes an idea to improve and make use of the Huber norm and equipoise
pseudomulti-channel filter, and verifies this modified method using synthetic models
and field data. In the methodology, we utilize the second-order derivative of multiple
channels to replace the corresponding derivative of the Hilbert transform. In this way,
we produce phase rotation of 180° and an additional adjustment in the frequency for mul-
tiple traces. Multi-channel and pseudomulti-channel filters are combined in an equipoise
pseudomulti-channel filter, which could weaken the orthogonality constraint. Finally,
the Huber norm is chosen as the minimum-energy criterion to overcome the large-value
constraint.

2 Methodology

Our proposed method has two parts: the first part involves the substitution of trans-
formed channels in the pseudomulti-channel algorithm, and the second concerns the in-
troduction and calculation of the Huber norm in multiple matching. Some improvements
are proposed to the original method. First, the criteria of pseudomulti-channel matching
filter and the Huber norm are discussed as below.

2.1 Pseudomulti-channel filter method

After multiples are predicted, they should be matched to corresponding signal in the
original seismic records, since usually there are differences between them. This can be
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expressed as:

do(t)=d(t)—s(t)xm(t), (2.1)

where d(t) is the original channel, dy(t) is the primary-only record after multiple elimi-
nation, m(t) is the predicted multiple channel, and s(t) is the adaptive matching filter.

The expression in Eq. (2.1) is based on a single-channel matching filter. Since there
is no horizontal restraint, it lacks horizontal bindings, and the orthogonality constraint
leads to solution instability and errors [10]. To further improve the constraint conditions
of orthogonality, pseudomulti-channel adaptive matching filter is introduced by Monk
[18].

The pseudomulti-channel method takes advantage of the multiple channel and its
mathematical adjoint channels as simultaneous input data [18]. It is expressed as:

do(t)=d(t)— (sl(t) *m(t)+52(t)*m’(t)+53(t)*mH(t)+s4(t)*mH'(t)> . (2

where m'(t) is the derivative of m(t),m(t) is the Hilbert transform of m(t),m'H(t) is
the derivative of m(t), and s1(t),s2(t),s3(t), and s4(t) are the respective corresponding
adaptive filters.

Eq. (2.2) shows that the pseudomulti-channel adaptive matching filter is performed
using an original seismic channel, the corresponding predicted multiple channel and
transformed multiple channels, including the derivative, Hilbert transform and the deriva-
tive of Hilbert transform to multiple channel. In this way, the waveform is corrected to a
certain extent to bring the predicted multiple and original records to agreement.

Define the multiple channel as [18,20]:
“+o00
m(t) = / A(w)cos(wt+6(w))dew. (2.3)
0

The corresponding analytical channel can be expressed as:
M(t)=m(t)+imT(t)
+oo ,
= / A(w)ellotto@lge,, (24)
0

Based on the Euler formula, the real part of the above analytical channel can be writ-
ten as:

m*(t):/OJroozx(w)[cos(wt+9(w))cos(go(w))—sin(w(t—r(t))—i—9(w))sin((p(w))]dw,
2.5)
where a(w) represents the amplitude, 7(t) is the time shift, and ¢(w) is the phase.
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Assuming the time shift T(t) is small, the variable in Eq. (2.5) can be rewritten as:

m*(t) :/0+oo {A(w)cos(wt+9(w))“(w)zo(scig)o(w))

: a(w)T(t)cos(p(w))
—A(w)cos' (wt+0(w)) A(@)

a(w)sin(p(w))
A(w)

- a(w)T(t)sin(p(w))
—A(w)sin’ (wt+0(w)) A(w) dw, (2.6)

+A(w)sin(wt+60(w))

where the derivative of the multiple channel is:
+o0
' () = / A(w)cos' (wt+¢(w))dw. 2.7)
0
The Hilbert transform of the multiple channel is:
H e
mH (1) = / A(w)sin(wt+¢(w))dw, (2.8)
0
and the derivative of the Hilbert transform is:
/ +oo
mt (1) :/ A(w)sin’ (at+0(w) )dw. (2.9)
0

Eq. (2.6) contains the multiple channels and the mathematical adjoint channels, which
constitute the original pseudomulti-channel matching method.

2.2 Modified equipoise pseudomulti-channel filter method

The original pseudomulti-channel matching method makes use of the transformed mul-
tiple traces. Fig. 1 shows an input signal and its transformed signals. We can see that,
compared with the input signal (blue thin solid line), the phase of its first derivative
(green dashed line) changes 270°, and phase rotation of the Hilbert transform (red dot-
ted line) trace is 90°. Unfortunately, the phase of the derivative of the Hilbert transform
(purple dash-dot line) has no change, hence this transformed signal contributes little to
waveform correction.

However, the phase of the second-order derivative rotates 180° (light blue thick line).
Therefore, an improved pseudomulti-channel matching method is proposed on this ba-
sis, i.e., the second-order derivative replaces the derivative of its Hilbert transform. In
other words, we utilize the first derivative, second-order derivative, and Hilbert trans-
form of the predicted multiple channel to participate in the pseudomulti-channel calcu-
lation.
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Figure 1: One signal and its transformed signals.

The second-order derivative channel in the time direction is:
—+o0
m' (t) :/ (—w)A(w)sin’ (wt+0(w))dw. (2.10)
0

Comparing Eq. (2.10) to the derivative of the Hilbert transform channel (Eq. (2.9)), we
can see that the second-order derivative not only has 180° phase rotation but also has a
frequency-correction term.

Replacing the derivative of the Hilbert transform with the second-order derivative
gives us the approximate formula:

m*(t) =/0+OO [A(w)cos(wt+9(w))"‘<“’)ZO(SQ()€0(¢0))

)
a(w)T(t)cos(p(w))
A(w)
a(w)sin(p(w))
A(w)
1 a(w)T(t)sin(p(w))] , 2.11)

—mA(w)sin’(wt—kO(w))

According to Eq. (2.11), the fourth item has an extra factor of ﬁ, compared with

—A(w)cos' (wt+0(w))

+A(w)sin(wt+6(w))

Eq. (2.6). Different amounts of correction are produced according to the frequency, which
is believed to regulate frequency differences.

The introduction of 180° phase rotation and frequency-correction terms is thought
to narrow the differences in phase and frequency between the original and predicted
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records. Also, the processed wavefield will be more concentrated and there will be less
energy leakage or residue compared to the original method.

However, although the transformed channels can modify waveform correction, or-
thogonality condition still must be met. Since the non-Gaussian nature of a single chan-
nel is weak, the decomposition of multiples and primary reflection waves is not good
enough. For further improvement, multi-channel is combined with pseudomulti-channel,
which creates an equipoise pseudomulti-channel matching method [19]. The significance
of equalization lies in the statistical average effect. We take advantage of diverse chan-
nels to enhance the non-Gaussian property, thereby improving the limit for orthogonality.
This balanced idea assumes that the multiple channels have the same wavelet within the
calculated time window, which is not very harsh.

Set the number of channels involved as k. Then the filtering progress of our modified
equipoise pseudomulti-channel filter method can be expressed as:

dyi(t) =d;(t) — [sh(t)*mi(t)+szl-(t)*m;(t)+53i(t)*m{f (t)+s4i(t)*m;'(t)}, (2.12)

where m;(t), mi(t), mH(t), and m!(t) are respectively the ith multiple channel and its

corresponding transformed channels, d;(t) is the ith original channel, dy;(t) is the ith
primary reflection channel, and sy;(t), s5; (), s3i(t), and s4;(t) are the corresponding filters.

2.3 Huber norm

The Huber norm is a combination of the L2 and L1 norms, we will review these two
norms first. In the discussion of the feedback iterative method, Verschuur et al. [2] pro-
posed the single-channel L2 norm in the frequency domain [1]. Some researchers (Li et
al. [10]) have adopted the single-channel L2 norm in the time domain [2]. The adaptive
filter of the L2 norm in the time domain can be obtained as:

s(t): min|d(t)—s(t)*xm(t)||2. (2.13)
The least squares problem is settled by differentiating s(f) and setting it to zero:
MT(d—Ms)=0, (2.14)
where M((2n—1) x (n—1)) is the matrix form of multiple records:
m(1) 0 0 0
m(2) m(1) 0 0
m(2) :
m(n—1 oom(1
M= ( ) . M . (2.15)
m(n)  mn-1) . m(2)
0 m(n) :
: : m(n—1)
0 0 0 m(n)
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MT is the transposition of M, Eq. (2.14) can be expressed as:
M™Ms=M"d. (2.16)

Solution of s is given by:
5= (MTM) ' MTd (2.17)

The numerator M'd is the delay cross-correlation of multiple model m(t) and seismic
record d(t); the denominator M™ M is the self-correlation of multiple model m(t). MT M is
a symmetric Toeplitz matrix, so the linear equation can be quickly solved by the Levinson
method.

When determining the filter solution, a seismic channel from the original record and
its corresponding multiple record are input to perform the matching. Therefore, this
method is known as single-channel adaptive matched filtering. When there is only ampli-
tude scale difference between the predicted multiple and the original data, the matching
filter can obtain better results [23].

To obtain the solution of the L2 norm, it must satisfy the following condition [10]:

m(t)-do(t) =O0. (2.18)

That is, the primary reflections and multiples must satisfy orthogonality condition. In
theory, this method requires that no intersection, overlap, or superposition exist between
primaries and multiples. However, this is very difficult to satisfy with the actual data,
which is one of its shortcomings.

The matching-filter method based on the L2 norm also requires that the energy of
primary reflections is not much larger than that of multiples, i.e., there is a large-value
condition in addition to the orthogonality requirement. Otherwise, if multiples in the
seismic records are much weaker than the effective waves near them, the solution of
adaptive filter s(t) is not accurate, and there will be errors.

To avoid the large-value condition, Guitton and Verschuur [24] proposed a least adap-
tive matching filter method based on the single-channel L1 norm. Taylor and Banks [25]
proposed this L1 norm method for deconvolution and matching filtering because its out-
put is sparser.

The L1 norm matching filter is based on the minimum L1 norm of the target function.
It is derived from the adaptive filter by minimizing the following objective function:

s(t): min||d(t)—s(t)xm(t)|:. (2.19)

The contrast analysis on the L2 and L1 norms is as follows. It is generally believed
that the filter method with the L2 norm minimum principle tends to decrease the am-
plitude of output data as much as possible, which achieves a certain de-noising. This
method ignores small events because of smaller energy value. However, when a primary
reflection event has strong energy and is close to a predictive multiple, the filtering factor
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Figure 2: The original signal and its multiple matching result: (a) the original signal; (b) its predicted multiple;
(c) the signal after L2 norm matching filter; (d) the signal after L1 norm matching filter.

will weaken its energy, but for the L1 norm matching filter, the sum of the absolute value
of energy is smaller than that of the L2 norm. This can be verified by the simple model
results shown in Fig. 2.

The Huber norm was proposed by Huber in 1973 as an error measure; it is a hybrid of
the L1 and L2 norms. It treats small residuals with the L2 norm and large residuals with
the L1 norm:

72
Ner 0< < 7
Me(r)=1 * <lr<e (2.20)
€
r—5, e<|rl,

where 7 is the residual and ¢ is the threshold between the L1 and L2 norms, or can also be
called as the priori value. The implementation is shown in Fig. 3. The (black) solid line
corresponds to the L1 norm and the (red) dotted line to the L2 norm.

2.4 Modified method based on equipoise pseudomulti-channel filter and
Huber norm

For the prediction and subtraction of multiple elimination, the Huber function is estab-
lished to optimize the process:

N N
min: |d(t)—5(t)*m(t)|Huber=|V|Huber22< 1+(7’i/8)2_1>:2M8(7’i)/ (2.21)

i=1
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Figure 3: Huber norm (here, e=1, with black solid line as L1 norm and red dotted line as L2 norm).

where r; (i=1,2,--- N) is the residual representing the ith primary reflection data element
after multiple elimination, N is the total number of discrete points, and ¢ usually can be
taken as m?&‘)d‘ :

From Egs. (2.20) and (2.21) we can see that when the difference r; between the primary
and the multiple is small and less than a threshold ¢, the L2 norm is taken as the mean
square; otherwise the L1 norm taking into action as a median filter. Therefore, there is
no large-value constraint on the Huber norm. Apply the equipoise pseudomulti-channel
matching method based on the Huber norm with Eq. (2.12), then the objective function
can be written as:

min:

Ai() = [s1 () rmy(5)+s2 (D) smf (1) +ssi (D) sl (s (emf (B)] | 222)
To facilitate the operation, the above formula is written in matrix form, and during

the solution for the Huber norm, a weighted matrix W; is introduced, and we can write
as:

k
min: Z

i=1

di(t)— (Misli + M!sy; ‘|‘M1H53i +M1/'/54i) ‘
Huber

M-

I
—_

HWZ' (di(t) — (Ml'Sli—|—M1{521‘—|—Mﬁ531‘—|—M;/S4i)> ‘

g (2.23)

1

where W; = diag( }2 > According to our experience, a desirable result can be ob-
(1+5)4
tained when setting the number of input channels k to 3 or 5.
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Let these partial derivatives for s; be zero, and the Levinson method is employed:
MIWEWE (dy — Myst) + MIWIWT (dy — Mys,) +---+M,<TWkTWkT(dk—Mksk)]
+ | MWW (dh = Mis1)+ MY WI W (da— Msss) ++--+M{TWI W (de—Misy)|

+ [METWIWT (4, —Mlsl)+M§Tw§w§(d2—M§sz)+---+M,{fw{w,f(dk—M,{fsk)]

+ [ MYTWIWT (dy — M's1) + MyTWE W (dy— Mys) +---+ M TWEW] (d —M,’gsk)] =0.
) (2.24)
The orthogonal requirement of Eq. (2.18) should be changed to:

(mo1-dor +moz-dop + - -+ doi) + (mgy -dor +mg -dop 4+ +my - doe)
+(mbl-doy +mbh-dog+ -+ +mlt-dog) + (my -dor +miy -dop+- - +my-dog) =0,  (2.25)

where my;, m{,, mf, and m{, (i=1,2,--- k) are respectively the ith record gained by filter-
ing its corresponding first derivative, its Hilbert transform, and the second-order deriva-
tive channels; and dy; is the primary reflection record after filtering.

This means that the sum of inner products, including the multiple and primary re-
flection channels, the transformed multiple channels, and the primary reflection channel
are zero. Compared to the orthogonal of multiples and primary reflection waves, the
demand is weakened substantially.

For the solution, the quasi-Newton method [26], or the direct iteration method [19]
can be used. Taking into account the convergence rate, the latter is chosen in this research.
The specific process is as follows. Set the original value of the matching filter to s =
(1,0,--- ,O)T and substitute this into the objective function. Next, the weighted matrix is
further calculated through the resulting initial residual (the primary reflection data) and
then substituted into the equation set to update s. Step iterations are conducted until
satisfactory results are obtained. In our test example, five times seem fine.

3 Application of synthetic dataset

To verify the effectiveness, theoretical data including the Delft and Pluto models were
processed and utilized to show the contrast before and after multiple elimination.

3.1 Delft model

The Delft model of a complex underground structure was designed by the SMAART or-
ganization, and it is a test platform to verify the multiple-suppression algorithm. It has
very developed multiples. Specifically, it contains the seabed with large fluctuation, re-
flection interface with a great reflection coefficient, and a deep complex salt-dome struc-
ture. There are four horizontal interfaces in this model. The velocity of the third layer
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Figure 4: Comparison of pseudo-multichannel filter and the modified filter for Delft model: (a) original record
(at left) and predicted multiple record (at right); (b) multiple record (at left) and primary reflection record (at
right) after pseudomulti-channel filter; (c) multiple record (at left) and primary reflection record (at right) after
the modified filter.

is 3,000 m /s, while that of the second and fourth layers is 2,000 m/s, so there is a large
velocity contrast. The model data are calculated with the finite difference algorithm, as
shown in Fig. 4(a), where some strong surface-related multiples are indicated by arrows.
There are 200 receivers for each shot.

It can be seen from the original record at the left of Fig. 4(a) that the waveform has
a longer duration and contains two side lobes; the energy of primary reflection from
four interfaces is very strong; surface multiples appear, but with relatively weak energy,
and multiples and primary reflection waves partially overlap; and there is a weak event
which is an internal multiple with the initial arrival near 1.5 s. The right part of Fig. 4(a)
shows the surface multiple model predicted by the iterative feedback method SRME (sur-
face related multiple elimination). It can be seen that multiple waves exist in each reflec-
tion interface, but their energy is very strong, and there is a certain time difference of 0.04
s (marked with the two dotted lines) compared with the original multiple record.

Figs. 4(b) and 4(c) show the records after multiple matching (at left) and multiple sup-
pression (at right) by the pseudomulti-channel Huber norm filter and the modified filter,
respectively. The comparison results show that from the modified equipoise pseudomulti-
channel filter, the multiple suppression is more complete, with less noise and fewer mul-
tiples. Arrows mark the locations of multiple waves.
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3.2 Pluto model

We compared our proposed method with the original pseudomulti-channel matching
method. The two methods were applied to the released Pluto data. Take the 183rd shot
as an example for analysis. This shot has 360 traces with interval of 25 m. The results are
shown in Fig. 5, where Fig. 5(a) shows the original record and Fig. 5(b) shows the multiple
record predicted by the SRME method. Intuitively, the energy of multiples is strong and
there are still arrival time differences. Figs. 5(c) and 5(d) display the spectral analysis for
the same selected traces from the original and predicted multiple records, respectively.
We can see that the original one has dominant frequency of 40 Hz and is with the range
of 15—80 Hz, while the corresponding values for the multiple are 33 Hz and 20—65 Hz.
According to the contrasts, the predicted multiple has a narrower range of frequency and
lower main frequency. This is because the prediction process entails the convolution of
more than one wavelet, so that the energy of the high-frequency component from the

(@ Traces (b) Traces
0 100 200 300 0 100 200 300

[ [Main frequenc;
E 33 Hz
-

=

N 404 ] —
jes) — —
=

5 = -
] = p

3 60 Main frequency)|

& 40 Hz 3
2
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Figure 5: The 183rd shot of the Pluto model, predicted multiple records, and their spectrum analysis: (a) the
183rd original shot; (b) predicted multiple record; (c) spectrum analysis of the original shot record; (d) spectrum
analysis of the predicted multiple record.
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Figure 6: Matched multiple records and their spectrum analysis after pseudomulti-channel filter and the modified
filter: (a) multiple record after pseudomulti-channel filter; (b) multiple record after the modified filter; (c)
spectrum analysis after pseudomulti-channel filter; (d) spectrum analysis after the modified filter.

predicted multiple declines, and it has a narrower frequency band than the actual wave
field.

The multiple records for the 183rd shot after the matching filter are displayed in
Figs. 6(a) and 6(b), and the corresponding spectral analysis results are shown in Figs. 6(c)
and 6(d). It can be concluded that after the adaptive matching of the pseudomulti-
channel filter, the frequency components of multiple records are enriched, and the main
frequency increases from 33 Hz to 36 Hz. In contrast, after our modified method, the
energy is more concentrated and the main frequency increases to 38 Hz.

The analysis results [seen in Figs. 7(a) and 7(b)] of the primary reflection spectrum
from matching subtraction between the two methods show that the main frequency after
suppressing multiple waves by the pseudomulti-channel filter is 40 Hz, and the main
energy is in the range of 30—60 Hz. However, in this band, the energy appears to be
divided into three distinct segments, and the energy is not concentrated. The main fre-
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Figure 7: Primary reflection records after pseudomulti-channel matching suppression and our modified method:
(a) spectrum analysis of primary reflection after pseudomulti-channel filter; (b) spectrum analysis of primary
reflection after modified filter; (c) primary reflection record after pseudomulti-channel filter; (d) primary reflection
record after modified filter.

quency of primary reflection energy obtained by the modified filter is 42 Hz, and the
energy distribution is more concentrated at 30—65 Hz. Figs. 7(c) and 7(d) show the fil-
tering results before and after the improvement of the equipoise pseudomulti-channel
Huber norm. In the event indicated by arrows, the improved filter enables the predic-
tion of both the phase difference and frequency difference, the surface-related multiple is
thoroughly suppressed, the primary reflection is well preserved, and the event is contin-
uous, smooth, and clear. In the dashed frame, there is less multiple residue but stronger
primary reflection energy with our improved method.

Figs. 8(a) and 8(b) show the multiple stack sections obtained from two matching fil-
ter methods. Comparing the two sections, especially the regions indicated by arrows,
the multiple event energy based on the modified method is concentrated and coherent,
with little interference. Figs. 8(c) and 8(d) show the stack sections after multiple suppres-
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Figure 8: Stack section after multiples suppressed with pseudomulti-channel matching filter and the modified
filter: (a) stack section of multiple based on pseudomulti-channel matching filter; (b) stack section of multiple
based on the modified filter; (c) stack section after multiples suppressed based on pseudomulti-channel matching
filter; (d) stack section after multiples suppressed.

sion. Comparing the red solid rectangular calibration sections at the upper-right corner
of Figs. 8(c) and 8(d), with the modified matching filter method, there are fewer relative
remnants of first-order multiples on the seabed, and there is no damage to the effec-
tive wave. In the black dotted rectangular calibration sections at the lower-left corner of
Figs. 8(c) and 8(d), the new filter makes the interference smaller, and the multiple sup-
pression is complete. It can be concluded from the above results that the modified match-
ing method can achieve a better multiple suppression effect after subtraction, because it
can well match the phase and frequency differences between the original multiples and
predicted multiples.
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4 Field data application

A marine seismic dataset was selected to carry out multiple suppression processing.
Fig. 9(a) shows an original single shot record with 240 channels, where some strong
surface-related multiples are indicated by arrows. Fig. 9(b) shows the multiple records
predicted by the SRME method. In the prediction process, Radon transform is used to
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0.0
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Figure 9: The field data, corresponding predicted multiple records, and primary records after multiple suppres-
sion: (a) the original shot record; (b) predicted multiple record; (c) multiple record with original pseudomulti-
channel filter; (d) multiple record with the modified filter; (e) primary reflection record after multiple suppression
with pseudomulti-channel filter; (f) primary reflection record after multiple suppression with the modified filter.



Y. Wu and J. T. Wu / Commun. Comput. Phys., 28 (2020), pp. 498-517 515

(@ (b) © Traces

Traces Traces

530 580 630 680 530 580 630 680 530 580 630 680

Figure 10: Partial enlarged view of the field data (a) and its corresponding primary reflection data with
pseudomulti-channel matching filter (b) and with the modified filter (c).

carry out the near offset extrapolation. The predicted multiples are consistent with the
original records, but errors exist in the amplitude and phase. Figs. 9(c) and 9(d) show
the corresponding multiple records after matching by the original pseudomulti-channel
filter and the modified filter, respectively. Due to noise and other interference in the
field data, interference is generated in the multiple records. After the modified equipoise
pseudomulti-channel Huber norm matching, it can be seen that the multiple events are
more continuous and distinct. The two matched multiple records are reduced from the
original records, and the obtained effective records are shown in Figs. 9(e) and 9(f). On
the whole, the surface-related multiple energy is greatly reduced. To make a better com-
parison, a partial magnification is shown in Fig. 10. The former is the matching suppres-
sion result with the original filter method, and the latter is the result with the modified
method. Arrows mark the locations of multiples.

5 Conclusions and discussion

This study proposed an improved filter based on equipoise pseudomulti-channel match-
ing and the Huber norm. With the second-order derivative channel of multiple records
replacing the derivative of Hilbert transform, we introduce the phase correction of 180°
and the frequency additional term. From the application and comparison to synthetic
and field data, this improvement can be believed partly promote the matching effect.
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A large amount of actual data, especially in actual complex underground structures,
show that this method is more effective than the conventional filtering method, such as in
the situation of reverse velocity. However, for data with poor original quality or informa-
tion, including low signal-to-noise ratio and irregular observation systems, this method
cannot completely suppress multiples, and there may be obvious residual multiples or
damaged primary reflection waves. In addition, the predicted multiples as the input
data may have errors themselves, which will bring more errors to the subsequent steps
of multiple-matching and suppression.

It is worth mentioning that besides the time and frequency domain, the matching sub-
traction for primary reflection and multiples can be done in other domains, such as the
curvelet domain [27,28]. In short, whether it is based on the L1 or L2 norm, and whether it
is in the time domain, frequency domain, or another domain, various matching methods
are proposed and are still evolving and improving. It is wise to recognize and master the
advantages and disadvantages of different methods, and to choose appropriate matching
methods for different data characteristics.
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