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Abstract. In this paper, a new numerical scheme for the time dependent Ginzburg-
Landau (GL) equations under the Lorentz gauge is proposed. We first rewrite the
original GL equations into a new mixed formulation, which consists of three parabolic
equations for the order parameter ψ, the magnetic field σ= curlA, the electric poten-
tial θ=divA and a vector ordinary differential equation for the magnetic potential A,
respectively. Then, an efficient fully linearized backward Euler finite element method
(FEM) is proposed for the mixed GL system, where conventional Lagrange element
method is used in spatial discretization. The new approach offers many advantages
on both accuracy and efficiency over existing methods for the GL equations under
the Lorentz gauge. Three physical variables ψ, σ and θ can be solved accurately and
directly. More importantly, the new approach is well suitable for non-convex super-
conductors. We present a set of numerical examples to confirm these advantages.
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1 Introduction

This paper is concerned with efficient numerical methods for the time-dependent Ginzburg-
Landau (GL) equations























η
∂ψ

∂t
+iηκΦψ+

(

i

κ
∇+A

)2

ψ+(|ψ|2−1)ψ=0, in Ω×(0,T],

∂A

∂t
+∇Φ+curlcurlA+Re

(

i

κ
ψ∗∇ψ

)

+|ψ|2A=curlHe , in Ω×(0,T],

(1.1)

(1.2)
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with the following boundary and initial conditions

(

i

κ
∇ψ+Aψ

)

·n=0, curlA×n=He×n, on ∂Ω×[0,T], (1.3)

ψ(x,0)=ψ0(x), A(x,0)=A0(x), in Ω, (1.4)

where Ω is a bounded domain in R
3. In the GL equations (1.1)-(1.4), the complex scalar

function ψ is the order parameter, the real vector-valued function A is the magnetic po-
tential, and the real scalar function Φ is the electric potential. ψ∗ denotes the complex
conjugate of the function ψ. Physically, |ψ|2 denotes the density of the superconducting
electron pairs. |ψ|2 = 1 and |ψ|2 = 0 represent the perfectly superconducting state and
the normal state, respectively, while 0< |ψ|2 < 1 represents a mixed (vortex) state. The
real vector-valued function He is the external magnetic field, κ (positive) is the Ginzburg-
Landau parameter and η (positive) is a dimensionless constant. In the rest of this paper,
we set η=1 for the sake of simplicity.

We refer to [3,11] for the detailed description of the Ginzburg-Landau model in super-
conductivity. Theoretical analyses of the GL equations have been well done, see [3, 8, 20]
and references therein. Numerical methods for solving the GL equations have also been
investigated extensively; see [1, 6, 7, 10, 13–21, 23–29]. It is well-known that the GL equa-
tions admit the gauge invariance property, see [11, 12]. Two popular gauges are the tem-
poral gauge and the Lorentz gauge. Under the temporal gauge, the GL equations are
defined by























∂ψ

∂t
+

(

i

κ
∇+A

)2

ψ+(|ψ|2−1)ψ=0, in Ω×(0,T],

∂A

∂t
+curlcurlA+Re

(

i

κ
ψ∗∇ψ

)

+|ψ|2A=curlHe , in Ω×(0,T].

(1.5)

(1.6)

As fewer terms are involved, the GL equations under the temporal gauge looks simpler.
We refer to [10,16,18,24,25,27,28] for the numerical methods for the GL equations under
the temporal gauge. However, it should be noted that Eq. (1.6) for A is a degenerate
parabolic equation, where ‖curlA‖L2 is not equivalent to |A|H1 . Due to this degeneracy,
in [10, 23] an extra perturbation term −ǫ∇divA was added to Eq. (1.6) for A. Therefore,
the results obtained in [10, 24] depend on the parameter ǫ. By taking Φ=−divA, the GL
equations under the Lorentz gauge can be written as























∂ψ

∂t
−iκ(divA)ψ+

(

i

κ
∇+A

)2

ψ+(|ψ|2−1)ψ=0, in Ω×(0,T],

∂A

∂t
−∇divA+curlcurlA+Re

(

i

κ
ψ∗∇ψ

)

+|ψ|2A=curlHe, in Ω×(0,T],

(1.7)

(1.8)
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with the following boundary and initial conditions

i

κ
∇ψ·n=0, curlA×n=He×n, A·n=0, on ∂Ω×[0,T], (1.9)

ψ(x,0)=ψ0(x), A(x,0)=A0(x), in Ω. (1.10)

It should be noted that under the Lorentz gauge Eq. (1.8) for A is parabolic. Because of
the uniform parabolic property of A, analysis of the equation is easier and computation
becomes more stable. Several numerical methods with rigorous error analyses had been
proposed for the GL equations under the Lorentz gauge, see [6, 7, 14, 15, 20, 21]. Among
these works, for the two-dimensional GL equations Chen and Hoffmann in [7] provided a
sub-optimal L2 estimate for a weakly nonlinear scheme with conventional finite element
approximations. In [24], Mu and Huang presented an optimal L2 estimate for an alter-

nating Crank-Nicolson FEM with mesh ratio condition τ = h
11
12 for the two-dimensional

model and τ = h2 for the three-dimensional model. An optimal error estimates without
any mesh ratio restrictions for a linearized Crank-Nicolson FEM was provided in [14] by
the authors.

Besides |ψ|, the magnetic field σ= curlA and the electric potential θ =divA are also
desirable. However, conventional methods only solve for ψh and Ah and then use certain
numerical differentiation to calculate curlA and divA. Obviously, this approach will re-
duce the accuracy of the solution. Also, it has been shown that numerical differentiation
will introduce “corner singularity” near the domain corners, see numerical experiments
for a unit square domain in [15, 23]. Another crucial issue is that analyses in [6, 7, 14, 24]
require a strong regularity of the exact solutions, which further implies that the domains
must be smooth or convex. However, the spatial regularity of the GL equations under the
Lorentz gauge on a non-convex polygon may be lower that H1 (see [20]). In [9], Chrysafi-
nos and Hou proved that, in order to ensure the convergence of conventional FEMs for
parabolic equations, the minimum spatial regularity of the exact solution is H1+s(Ω) for
a certain s> 0. Therefore, in case of the domain is a non-convex polygon conventional
Lagrange FEMs for the GL equations under Lorentz gauge may converge to a spurious
solutions. We refer to the numerical experiments reported in [1, 15, 21] for the spurious
convergence phenomena of conventional FEMs. Superconducting devices usually in-
volve complicated geometries which include non-convex domains, see [1,19,25]. Thus, it
is important to design numerical methods that can solve the GL equations correctly with
complex geometries. We shall mention that several mixed methods had been suggested
for solving the GL equations. By introducing curlA and divA as two new variables, Chen
in [6] proposed and analyzed a mixed finite element method for the two-dimensional GL
equations under Lorentz gauge. More recently, for both two- and three-dimensional GL
equations under Lorentz gauge, the authors [15] suggested a linearized Galerkin-mixed
FEM where only one extra variable curlA was introduced. Numerical examples were
given to indicate that the scheme in [15] converge to the true solution on non-convex
domains. However, the linear system generated in the mixed method is not symmetric
positive definite and requires special iterative solvers, see discussions in [2, 5]. To solve
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the GL equations correctly by conventional Lagrange FEM, the authors [16] presented a
new mixed formulation for the GL equations under the temporal gauge and proposed
a fully linearized FEM. The method in [16] can solve for ψ, σ = curlA and A directly.
However, numerical differentiation is needed to compute divA. We shall also mention
that Li and Zhang proposed a methods based on the Hodge decomposition in [21] for the
two-dimensional GL equations under the Lorentz gauge. Conventional Lagrange FEM is
used in spatial discretization. The algorithm in [21] needs to solve six linear systems at
each time step and extra numerical efforts are needed to compute A, curlA and divA.

Motivated by the above, the main purpose of the present paper is to extent the method
in [16] to the GL equations under the Lorentz gauge. The key step is to rewrite the orig-
inal GL equations into a new system by taking curl and div to the equation for A. Then,
we get a new mixed GL equations which consists of four equations of four variables: ψ,
σ= curlA, θ =divA and A. A fully linearized Lagrange FEM is introduced for the new
mixed GL equations. Only four linear systems need to be solved at each time step. We
remark that the proposed method can solve divA efficiently. We also compare the pro-
posed method with conventional FEMs. Numerical experiments show that the proposed
method needs less computational costs and provides more accurate numerical solutions
for curlA and divA. Furthermore, we use the proposed method to investigate the vortex
motion in an L-shape superconductor. The numerical solutions converge to the true vor-
tex pattern and the method is well suitable for modeling superconductors with complex
geometries.

This paper is organized as follows. In Section 2, we derive a new mixed formulation
of the Ginzburg-Landau equations (MGL) under the Lorentz gauge, and propose a fully
linearized scheme with finite element approximations for solving the MGL equations. In
Section 3, we test the convergence rate and stability of the proposed method and compare
it with a conventional FEM. In Section 4, we use the proposed method to compute the
vortex patterns for the square and L-shape superconductors.

2 A mixed formulation and a linearized finite element method

In this section, we present a new mixed formulation and a numerical method for the GL
equations under Lorentz gauge. For simplicity, we restrict to the GL equations in two-
dimensional space. The following standard calculus operators in two-dimensional space
will be used

divA=
∂A1

∂x
+

∂A2

∂y
, ∇ψ=

(

∂ψ

∂x
,
∂ψ

∂y

)T

,

curlA=
∂A2

∂x
− ∂A1

∂y
, curlψ=

(

∂ψ

∂y
,−∂ψ

∂x

)T

.

With the above notations, the two-dimensional GL equations under the Lorentz gauge
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is defined by






















∂ψ

∂t
−iκ(divA)ψ+

(

i

κ
∇+A

)2

ψ+(|ψ|2−1)ψ=0, in Ω×(0,T],

∂A

∂t
−∇divA+curlcurlA+Re

(

i

κ
ψ∗∇ψ

)

+|ψ|2A=curlHe, in Ω×(0,T],

(2.1)

(2.2)

with the following boundary and initial conditions

i

κ
∇ψ·n=0, curlA=He, A·n=0, on ∂Ω×[0,T], (2.3)

ψ(x,0)=ψ0(x), A(x,0)=A0(x), in Ω. (2.4)

We take the curl on both sides of Eq. (2.2). With the notation σ= curlA, we obtain a
new equation for σ as follows

∂σ

∂t
−∆σ+Re

(

i

κ
curlψ·∇ψ∗

)

+|ψ|2σ−A·curl|ψ|2 =−∆He , (2.5)

with the following boundary and initial conditions

σ=He, on ∂Ω×[0,T], (2.6)

σ(x,0)=curlA0(x), in Ω. (2.7)

Similarly, we take the div on both sides of Eq. (2.2). With the notation θ =divA, we can
derive a new equation for θ below

∂θ

∂t
−∆θ+Re

(

i

κ
ψ∗∆ψ

)

+|ψ|2θ+A·∇|ψ|2 =0, (2.8)

with the following boundary and initial conditions

∂θ

∂n
=0, on ∂Ω×[0,T], (2.9)

θ(x,0)=divA0(x), in Ω. (2.10)

Then, a new mixed formulation of the Ginzburg-Landau equations (MGL) is defined by

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






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
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
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






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
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



∂ψ

∂t
−iκθψ+

(

i

κ
∇+A

)2

ψ+(|ψ|2−1)ψ=0,

∂σ

∂t
−∆σ+Re

(

i

κ
curlψ·∇ψ∗

)

+|ψ|2σ−A·curl|ψ|2=−∆He ,

∂θ

∂t
−∆θ+Re

(

i

κ
ψ∗∆ψ

)

+|ψ|2θ+A·∇|ψ|2 =0,

∂A

∂t
−∇θ+curlσ+Re

(

i

κ
ψ∗∇ψ

)

+|ψ|2A=curlHe ,

(2.11)

(2.12)

(2.13)

(2.14)
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for x∈Ω, t∈ (0,T] with the following boundary and initial conditions

(

i

κ
∇ψ+Aψ

)

·n=0, σ=He,
∂θ

∂n
=0, on ∂Ω×[0,T], (2.15)

ψ(x,0)=ψ0(x), σ(x,0)=curlA0(x), θ(x,0)=divA0(x), A(x,0)=A0(x), in Ω. (2.16)

The above MGL system consists of four equations for four unknowns ψ, σ, θ and
A, respectively. It is easy to see that the first three equations are uniformly parabolic.
Therefore, ψ, σ=curlA and θ=divA usually admit better regularity than A. It should be
noted that Eq. (2.13) appeared in [20] (between Eqn. (4.1) and Eqn. (4.2) of [20]), where
Li and Zhang obtained the regularity of ψ, A, curlA and divA for the two-dimensional
Ginzburg-Landau equations in nonconvex polygons (see Theorem 2.1 and 2.2 of [20]).
Moreover, the fourth equation (2.14) in the MGL system is an ordinary differential equa-
tion for A, which can be solved with less computational cost. We shall present a fully
linearized Galerkin FEM for solving the MGL equations (2.11)-(2.16).

We briefly introduce some notations for the standard Sobolev spaces. Let Wk,p(Ω)
be the conventional Sobolev space defined on Ω with Hk(Ω) :=Wk,2(Ω). We denote by
Hk(Ω)={u+iv|u,v∈Hk(Ω)} the space of the complex-valued functions and by Hk(Ω)=
[Hk(Ω)]2 the space of the vector-valued functions with two components. We define

◦
Hk(Ω)=

{

u
∣

∣u∈Hk(Ω), u
∣

∣

∂Ω
=0

}

.

With the above notations, the variational formulation of the MGL system (2.11)-(2.16)

is to find ψ∈L2(0,T;H1(Ω)∩L∞(Ω)) with
∂ψ
∂t ∈L2(0,T;H−1(Ω)), σ∈L2(0,T;H1(Ω)) with

∂σ
∂t ∈ L2(0,T;H−1(Ω)), θ∈ L2(0,T;H1(Ω)) with ∂θ

∂t ∈ L2(0,T;H−1(Ω)), and A∈ L2(0,T;H0)

with ∂A
∂t ∈L2(0,T;H0), such that


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


















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

































































(
∂ψ

∂t
,ω)−iκθ(ψ,ω)+((

i

κ
∇+A)ψ,(

i

κ
∇+A)ω)

+((|ψ|2−1)ψ,ω)=0, ∀ω∈H1(Ω),

(
∂σ

∂t
,ξ)+(∇σ,∇ξ)+

(

Re

(

i

κ
curlψ·∇ψ∗

)

,ξ

)

+(|ψ|2σ,ξ)−(A·curl|ψ|2,ξ)=−(∆He ,ξ), ∀ξ∈
◦

H1(Ω),

(
∂θ

∂t
,χ)+(∇θ ,∇χ)−

(

Re

(

i

κ
ψ∗∇ψ

)

,∇χ

)

+(|ψ|2θ,χ)+(A·∇|ψ|2,χ)=0, ∀χ∈H1(Ω),

(
∂A

∂t
,v)−(∇θ,v)+(curlσ,v)−

(

Re

(

i

κ
ψ∗∇ψ

)

,v

)

+(|ψ|2A,v)=(curlHe,v), ∀v∈H0(Ω),

(2.17)

(2.18)

(2.19)

(2.20)
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for a.e. t∈(0,T] with ψ(x,0)=ψ0(x), σ(x,0)=curlA0(x), θ(x,0)=divA0(x) and A(x,0)=
A0(x).

Here we simply assume that Ω is a two-dimensional polygon. The extension to more
general domains is straightforward. Let Th be a regular partition of Ω with Ω=∪KΩK

and mesh size h =maxΩK∈Th
{diamΩK}. For a given partition Th, we denote by V r

h, Vr
h

and Vr
h the r-th order Lagrange finite element subspaces of H1(Ω), H1(Ω) and H1(Ω),

respectively. Also we denote
◦

Vr
h =Vr

h∩
◦

H1, i.e., the Lagrange finite element subspace with
zero trace. We define by Πh the commonly used Lagrange nodal interpolation operator
[4].

Let {tn}N
n=0 be a uniform partition in the temporal direction with the step size τ= T

N ,
and let un=u(·,nτ). For a sequence of functions {Un}N

n=0 defined on Ω, we denote

DτUn =
Un−Un−1

τ
, for n=1, 2, ··· , N.

We are now ready to introduce our numerical method. The linearized backward Euler
FEM for the MGL system (2.11)-(2.16) is to find ψn

h ∈V r
h, σn

h ∈Vr
h , θn

h ∈Vr
h and An

h∈Vr
h, with

σn
h |∂Ω =ΠhHn

e , such that for n=1,2,··· ,N



















































































































(Dτψn
h ,ωh)+

1

κ2
(∇ψn

h ,∇ωh)= i(κ− 1

κ
)(θn−1

h ψn−1
h ,ωh)

− 2i

κ
(An−1

h ∇ψn−1
h ,ωh)−((|An−1

h |2+|ψn−1
h |2−1)ψn−1

h ,ωh), ∀ωh∈V r
h ,

(Dτσn
h ,ξh)+(∇σn

h ,∇ξh)=−
(

Re

(

i

κ
curlψn−1

h ·∇(ψn−1
h )∗

)

,ξh

)

−(|ψn−1
h |2σn−1

h ,ξh)+(An−1
h ·curl|ψn−1

h |2,ξh)−(∆Hn
e ,ξh), ∀ξh ∈

◦
Vr

h ,

(Dτθn
h ,χh)+(∇θn

h ,∇χh)=

(

Re

(

i

κ
(ψn−1

h )∗∇ψn−1
h

)

,∇χh

)

−(|ψn−1
h |2θn−1

h ,χh)−(An−1
h ·∇|ψn−1

h |2,χh), ∀χh∈Vr
h ,

(DτAn
h ,vh)=(∇θn−1

h ,vh)−(curlσn−1
h ,vh)−

(

Re

(

i

κ
(ψn−1

h )∗∇ψn−1
h

)

,vh

)

−(|ψn−1
h |2An−1

h ,vh)+(curlHn
e ,vh), ∀vh∈Vr

h ,

(2.21)

(2.22)

(2.23)

(2.24)

where r≥1 and ψ0
h =Πhψ0, σ0

h =ΠhcurlA0, θ0
h =ΠhdivA0 and A0

h =ΠhA0 are used at the
initial time step.

Clearly, each of the first three systems can be viewed as a finite element approximation
to a typical parabolic equation and the fourth one is the forward Euler scheme for a vector
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differential equation. The corresponding linear systems can be written by






























(Mψ+
τ

κ2
Kψ)ψn

h =bn−1
ψ ,

(Mσ+τKσ)σn
h =bn−1

σ ,

(Mθ+τKθ)θn
h =bn−1

θ ,

MA An
h =bn−1

A ,

(2.25)

(2.26)

(2.27)

(2.28)

where Ml and Kl, l=ψ,σ,θ,A, denote the mass matrix and stiffness matrix, respectively.
Now we have the following algorithm.

Algorithm 1.

• Step 1. For a given partition Th, generate the matrices Mψ, Kψ, Mσ, Kσ, Mθ, Kθ

and MA and calculate the initial solution ψ0
h =Πhψ0, σ0

h =ΠhcurlA0, θ0
h =ΠhdivA0 and

A0
h=ΠhA0. Set n=1.

• Step 2. Calculate bn−1
l , l=ψ,σ,θ,A.

• Step 3. Solve the linear systems (2.25)-(2.28) simultaneously to get ψn
h , σn

h , θn
h and

An
h .

• Step 4. If T=nτ, stop. Otherwise, set n :=n+1 and go to Step 2.

The existence and uniqueness of the FEM solution follow directly from the fact that
the coefficient matrices in (2.21)-(2.24) are symmetric and positive definite. Also it is easy
to see that the proposed numerical approach is fully linearized and all terms, except three
diffusion terms, are treated explicitly by the Euler scheme. At each time step, one only
needs to solve four linear systems with coefficient matrices being independent of the time
evolution, which can be pre-assembled at Step 1. Also our numerical results show that
such a full linearization is unconditionally stable and no mesh ratio restriction condition
is needed. Moreover, MA is mass matrix whose condition number is independent of the
mesh size h, see Table 5. For the scheme (2.21)-(2.24), under certain conditions on the
domain Ω, τ and h it is possible to derive

max
0≤n≤N

(

‖ψn
h‖2

L2+‖σn
h ‖2

L2 +‖θn
h‖2

L2+‖An
h‖2

L2

)

+τ
N

∑
m=1

(

‖∇ψm
h ‖2

L2 +‖∇σm
h ‖2

L2+‖∇θm
h ‖2

L2

)

≤C,

(2.29)

where C is a constant only depending upon the physical variables. However, for noncon-
vex polygons, due to linearization of the nonlinear terms and the low regularity of the
exact solutions the analysis of the scheme is rather challenging.

3 Numerical results: artificial examples

In this section, we provide several numerical examples to test the convergence rate and
stability of the proposed method (2.21)-(2.24). We also compare the new approach with



190 H. Gao / Commun. Comput. Phys., 22 (2017), pp. 182-201

a conventional FEM for the GL equations under Lorentz gauge. All computations in this
paper were done by the free software FEniCS [22] on a Linux laptop with a four core Intel
2.5GHz Processor and 7.9GB Memory.

Example 3.1. Here we consider an artificial example defined by























∂ψ

∂t
−iκ(divA)ψ+

(

i

κ
∇+A

)2

ψ+(|ψ|2−1)ψ= g, in Ω×(0,T],

∂A

∂t
−∇divA+curlcurlA+Re

(

i

κ
ψ∗∇ψ

)

+|ψ|2A=curlHe+f, in Ω×(0,T],

(3.1)

(3.2)

with the boundary and initial conditions

i

κ
∇ψ·n=0, curlA=He, A·n=0, on ∂Ω×[0,T], (3.3)

ψ(x,0)=ψ0(x), A(x,0)=A0(x), in Ω, (3.4)

where we take the unit square domain Ω=(0,1)2 and set κ=1. The functions g, f, ψ0 and
A0 are chosen correspondingly to the exact solution

ψ=exp(t)(cos(πx)+icos(πy)), A=

[

exp(t+y)sin(πx)
exp(t+x)sin(πy)

]

(3.5)

with
He =exp(t+x)sin(πy)+exp(t+y)sin(πx).

We set the terminal time T=0.5 in this example.
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Figure 1: A uniform triangular mesh on the unit square domain with M=8.

In the computation, we use a uniform triangular mesh with M+1 vertices in each

direction, where h =
√

2
M (see Fig. 1 for the illustration with M = 8). We solve the sys-

tem (3.1)-(3.2) by the proposed method (2.21)-(2.24) with r = 1, 2, 3. As the expected

optimal convergence rate is O(τ+hr+1) in L2-norm, we set τ =
(

1
M

)r+1
. The L2-norm

errors of ψh, σh, θh, Ah, and curlσh are presented in Table 1, where Erru denotes the error
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Table 1: L2-norm errors of the new method for the MGL equations (Example 3.1).

τ= 1
M2 (r=1) Errψ Errσ Errθ ErrA Errcurlσ

M=32 3.5761e-03 2.4437e-03 6.2567e-03 3.5270e-02 4.9934e-02

M=64 8.7709e-04 6.0871e-04 1.5389e-03 1.1904e-02 1.7099e-02

M=128 2.1713e-04 1.5195e-04 3.8188e-04 4.0872e-03 5.9448e-03

order 2.02 2.00 2.02 1.55 1.54

τ= 1
M3 (r=2) Errψ Errσ Errθ ErrA Errcurlσ

M=8 3.6854e-03 5.7671e-03 4.0502e-03 5.3880e-02 6.3690e-02

M=16 4.6313e-04 7.4935e-04 5.1349e-04 1.2556e-02 1.5000e-02

M=32 5.8149e-05 9.4937e-05 6.4629e-05 3.0733e-03 3.6824e-03

order 2.99 2.96 2.98 2.07 2.06

τ= 1
M4 (r=3) Errψ Errσ Errθ ErrA Errcurlσ

M=4 7.2859e-03 1.2374e-02 4.6362e-03 4.6541e-02 5.8295e-02

M=8 4.6437e-04 8.0130e-04 2.8844e-04 3.0626e-03 3.9903e-03

M=16 2.9080e-05 5.0248e-05 1.7959e-05 2.2175e-04 2.9583e-04

order 3.98 3.97 4.01 3.86 3.81

‖uN
h −u(·,0.5)‖L2 . From Table 1, we can see that the convergence rate for ψh, σh and θh are

optimal with order O(hr+1) and the convergence rate for Ah is one order lower. The sub-
optimal convergence rate for Ah need further investigation. We note that the numerical
solutions ψh, σh, θh and curlσh are of more interests in physics.

To test the stability of the proposed method, we solve the system (3.1)-(3.2) by the new
method (2.21)-(2.24) with a quadratic finite element approximation on gradually refined
meshes with M= 8, 16, 32, 64, 128 and 256, where three fixed time steps τ = 0.05, 0.01,
0.001 are used. The L2 errors of ψh, σh, θh and Ah are shown in Fig. 2. One can see from
Fig. 2 that, for each fixed τ, when the mesh is refined gradually, each L2-error function
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Figure 2: L2 errors of the new approach with a quadratic element method for the MGL equations on gradually
refined meshes (Example 3.1).
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converges to a small constant of order O(τ). This shows that the proposed method is
unconditionally stable, i.e., the method does not require the mesh ratio condition τ≤Chα

for a certain α>0, although the explicit Euler scheme is used for solving A. Therefore, the
proposed method is robust and large time steps can be used for practical computation in
a long time period.

Example 3.2. In this example, we compare the approach (2.21)-(2.24) with a conventional
FEM. A fully linearized Galerkin FEM for the above GL system (3.1)-(3.5) is to find ψn

h∈V r
h

and An
h ∈V

r
h, such that for n=1,2,··· ,N































(Dτψn
h ,ωh)+

1
κ2 (∇ψn

h ,∇ωh)= iκ((divAn−1
h )ψn−1

h ,ωh)− i
κ (∇ψn−1

h ,An−1
h ωh)

+ i
κ (A

n−1
h ψn−1

h ,∇ωh)−((|An−1
h |2+|ψn−1

h |2−1)ψn−1
h ,ωh), ∀ωh∈V r

h ,

(DτAn
h ,vh)+(divAn

h ,divvh)+(curlAn
h ,curlvh)=−

(

Re
(

i
κ (ψ

n−1
h )∗∇ψn−1

h

)

,vh

)

−(|ψn−1
h |2An−1

h ,vh)+(Hn
e ,curlvh), ∀vh∈V

r
h ,

(3.6)
where V

r
h ={u|u∈Vr

h,u·n=0|∂Ω}, and the initial conditions ψ0
h =Πhψ0 and A0

h=ΠhA0.
We solve (3.1)-(3.5) by the conventional FEM (3.6) with the same settings in the last

Example 3.1. We present the L2-norm errors of the conventional FEM at T=0.5 in Table
3. The convergence rates for ψh and Ah are optimal with the same order O(hr+1). As

Table 2: L2-norm errors of conventional FEM (3.6) for the GL equations under Lorentz gauge (Example 3.2).

τ= 1
M2 (r=1) Errψ Errσ Errθ ErrA Errcurlσ

M=32 6.8026e-03 1.0363e-01 2.4060e-01 6.3814e-03

M=64 1.6987e-03 5.1641e-02 1.2010e-01 1.5970e-03

M=128 4.2456e-04 2.5786e-02 6.0016e-02 3.9936e-04

order 2.00 1.00 1.00 2.00

τ= 1
M3 (r=2) Errψ Errσ Errθ ErrA Errcurlσ

M=8 5.8137e-03 2.0044e-02 5.6738e-02 2.1110e-03 1.5965e+00

M=16 7.1836e-04 4.9243e-03 1.4405e-02 2.5878e-04 7.9373e-01

M=32 8.9307e-05 1.2266e-03 3.6284e-03 3.2015e-05 3.9577e-01

order 3.01 2.01 1.98 3.02 1.01

τ= 1
M4 (r=3) Errψ Errσ Errθ ErrA Errcurlσ

M=4 1.1203e-02 1.0316e-02 1.6085e-02 3.3661e-03 2.9040e-01

M=8 6.9704e-04 8.9511e-04 1.7126e-03 2.1000e-04 7.2561e-02

M=16 4.3537e-05 9.4819e-05 2.0326e-04 1.3111e-05 1.8163e-02

order 4.00 3.38 3.15 4.00 2.00
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numerical differentiation is used, the convergence rates for σh and θh are one-order lower
and the convergence rate for curlσh is two-order lower. From Tables 1 and 3, It is easy to
see that the new method (2.21)-(2.24) can solve for σ = curlA, θ =divA and curlσ more
accurately than the conventional FEM (3.6).

Next, we compare the iteration numbers required by the CG solver in Examples 3.1
and 3.2. Linear element methods are used for the comparison. We use the CG algorithm
without preconditioning to solve the linear systems. We set the same relative tolerance
‖r‖l2

‖b‖l2
≤1.0×10−9 for these two methods. At each time step, the initial guess for the solver

is provided by the numerical solution at the former time step. The average iteration
numbers required are shown in Table 3. “Iter(u)” denotes the average iteration num-
ber required of variable u. From Table 3, we can see that Iter(A) is independent of the
mesh size h. By noting that A is a vector function, it is clear that the proposed method
(2.21)-(2.24) needs less computational costs and can solve the GL equations under Lorentz
gauge more accurately.

Table 3: The average iteration numbers required by the new approach and the conventional FEM (Section 3).

New approach Conventional FEM

τ=0.01 Iter(ψ) Iter(σ) Iter(θ) Iter(A) Iter(ψ) Iter(A)

M=32 72.62 49.26 22.00 20.86 79.98 121.30

M=64 137.86 94.52 41.00 19.54 157.72 229.10

M=128 267.02 178.44 77.00 18.24 315.30 445.22

M=256 525.72 333.60 146.00 17.00 635.36 878.86

τ=0.005 Iter(ψ) Iter(σ) Iter(θ) Iter(A) Iter(ψ) Iter(A)

M=32 52.00 34.02 18.00 19.89 54.04 91.27

M=64 96.40 65.37 32.00 18.55 107.43 165.79

M=128 187.70 124.21 61.00 17.36 215.30 319.44

M=256 369.90 240.40 116.85 16.00 434.94 625.59

τ=0.001 Iter(ψ) Iter(σ) Iter(θ) Iter(A) Iter(ψ) Iter(A)

M=32 25.00 13.17 9.00 17.63 25.48 46.15

M=64 42.00 25.00 16.00 16.46 43.25 79.94

M=128 79.00 48.67 30.00 15.00 82.61 146.72

M=256 152.00 87.87 57.00 14.01 166.76 279.62

4 Simulations on vortex motion

In this section, we provide three examples on the vortex motion simulations in supercon-
ductors with different geometries. We first test the proposed method for a unit square
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superconductor and compare the results with conventional FEM, see Example 4.1. Then,
in Example 4.2 we investigate the vortex motion in an L-shape superconductor and show
that the proposed method is well suitable for non-convex problems. Finally, in Exam-
ple 4.3, we study the vortex motion in a circular disk with boundary defect by the new
scheme.

Example 4.1. In the first example, we set the domain Ω=(0,1)2, the Ginzburg-Landau pa-
rameter κ=10 and the external applied magnetic field He =3.5. This problem have been
tested by conventional FEMs [14, 23, 28], a Galerkin-mixed method [15], and a method
based the two-dimensional Hodge decomposition [21]. We show the plots of the numer-
ical solutions of |ψh|, σh and θh at T = 20 in Fig. 3, where a linear element method on a
uniform mesh with M = 128 and τ = 0.01 are used. We have observed that the vortex
pattern is almost stable at T=20. From Fig. 3, one can see that amplitude of the electric
potential θ=divA is relatively small (less than 10−4).

Figure 3: The numerical results at T=20. A linear element method on a uniform mesh with M=128 and time
step τ=0.01 are used. (Example 4.1).

To compare the computational costs of the proposed method (2.21)-(2.24) and the con-
ventional FEM (3.6), we present the average iteration numbers of each variables in Table
4. Three different time steps τ = 0.01, 0.005, 0.001 and gradually refined meshes with

M= 32, 64, 128, 256 are used. Again, we set the relative tolerance
‖r‖

l2

‖b‖
l2
≤ 1.0×10−9 for

the CG solver (without preconditioning). From Table 4, we can see that the two methods
have similar Iter(ψ). However, Iter(A) in the conventional FEM is very large. As A is
a vector function, the total cost for the conventional FEM is larger than that of the new
approach.

Furthermore, we provide the l2-norm condition numbers of the coefficient matrices
for each variable in Table 5. It is easy to see that the condition number of coefficient
matrices of σh and θh are both of O( 1

h2 ). However, the average iteration numbers required
for σh and θh are quite different and Iter(θ) is much larger than Iter(σ). To make clear this
phenomenon, we plot σh and θh at T=10, 12, 14, 16, 18 and 20 in Fig. 4. We also show the

evolution of
‖σh‖L2

‖σh(·,T)‖L2
and

‖θh‖L2

‖θh(·,T)‖L2
(T=20) against time in Fig. 5. From Figs. 4 and 5, we

can see that the magnetic field σ=curlA arrives at stationary state earlier than the electric
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Table 4: The average iterations required by the new approach and the conventional FEM for the vortex motion
simulation on the unit square domain (Example 4.1).

New approach Conventional FEM

τ=0.01 Iter(ψ) Iter(σ) Iter(θ) Iter(A) Iter(ψ) Iter(A)

M=32 10.46 12.77 46.87 13.95 10.40 33.64

M=64 13.96 22.88 87.88 12.02 13.94 60.57

M=128 23.36 35.11 169.90 10.34 23.36 115.37

M=256 43.61 45.47 330.88 9.29 43.60 225.38

τ=0.005 Iter(ψ) Iter(σ) Iter(θ) Iter(A) Iter(ψ) Iter(A)

M=32 11.51 7.57 38.21 13.06 11.44 24.13

M=64 10.06 10.28 71.16 11.05 10.04 46.42

M=128 16.38 14.65 134.54 9.58 16.37 90.29

M=256 29.07 20.45 263.57 8.13 29.06 177.35

τ=0.001 Iter(ψ) Iter(σ) Iter(θ) Iter(A) Iter(ψ) Iter(A)

M=32 11.42 2.59 17.75 11.12 11.38 10.51

M=64 9.11 2.96 33.49 9.07 9.12 20.22

M=128 6.76 2.97 64.91 7.34 6.73 38.80

M=256 11.67 3.44 126.11 6.66 11.69 74.39

Figure 4: σh and θh computed by the new approach at T=10, 12, 14, 16, 18 and 20. A linear element method
with M=128 and τ=0.01 are used (Example 4.1).

potential θ =divA. For t> 1, Fig. 5 shows that
‖σh‖L2

‖σh(·,20)‖
L2
≈ 1. Fig. 4 shows clearly that

σh is almost stable at T=12. On the contrary,
‖θh‖L2

‖θh(·,20)‖
L2

changes drastically in the whole

time interval, see Figs. 4 and 5. The amplitude of θh is 4.0×10−3 at T=10 and shrinks to
1.0×10−4 at T=20. Clearly, at time tn, the initial guess θn−1

h for the CG solver is far from
θn

h and more iterations are needed.
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Table 5: The condition numbers of the coefficient matrices by the new approach and the conventional FEM for
the vortex motion simulation on the unit square domain (Example 4.1).

New approach Conventional FEM

τ=0.01 Cond(ψ) Cond(σ) Cond(θ) Cond(A) Cond(ψ) Cond(A)

M=32 6.21 2572.81 88.96 14.62 6.21 2918.48

M=64 9.01 10269.53 339.63 14.65 9.01 11390.93

M=128 18.28 41056.43 1332.82 14.66 18.28 45116.78

M=256 56.97 164204.07 5285.43 14.66 56.97 179675.62

τ=0.005 Cond(ψ) Cond(σ) Cond(θ) Cond(A) Cond(ψ) Cond(A)

M=32 7.52 2804.44 45.97 14.62 7.52 3099.02

M=64 7.27 11192.55 170.91 14.65 7.27 11959.44

M=128 12.13 44745.05 667.36 14.66 12.13 47266.55

M=256 30.99 178955.05 2643.60 14.66 30.99 188151.18

τ=0.001 Cond(ψ) Cond(σ) Cond(θ) Cond(A) Cond(ψ) Cond(A)

M=32 12.06 3022.18 13.63 14.62 12.06 3739.05

M=64 8.25 12059.70 37.43 14.65 8.25 12908.63

M=128 6.87 48210.10 135.76 14.66 6.87 49475.15

M=256 10.91 192811.78 530.46 14.66 10.91 195778.79
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Figure 5: Evolution of
‖σh‖L2

‖σh(·,T)‖L2
and

‖θh‖L2

‖θh(·,T)‖L2
computed by the new approach. T = 20. A linear element

method with M=128 and τ=0.01 are used. (Example 4.1)



H. Gao / Commun. Comput. Phys., 22 (2017), pp. 182-201 197

Example 4.2. In this example, we use the proposed method to study the vortex motion
in an L-shape superconductor (see Fig. 6). Here, the Ginzburg-Landau parameter κ=10
and the applied magnetic field He = 5. We set the initial conditions to be the perfectly
superconducting state with ψ0 = 0.8+i0.6 and A0 = [0,0]T . This example was tested by
several different methods, e.g., see [15, 16, 21]. The regularity of the GL equations in
polygons was studied in [20]. For the L-shape domain in spatial direction, we have

ψ∈H1+s(Ω), A∈Hs(Ω), divA, curlA∈H1+s(Ω),
1

2
< s<

2

3
. (4.1)
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Figure 6: A uniform triangular mesh on the L-shape domain with M=8 (Example 4.2).

We solve the GL equations (2.1)-(2.4) by the proposed method on a uniform triangular
partition with M=128, where τ=0.01 and a linear finite element approximation are used.
In Fig. 7, we plot |ψh|, θh and σh at T = 1, 5, 10, 15 and 20. From Fig. 7, we can observe
that one vortex enters the material from the re-entrant corner as the time increases. The
vortex patterns shown in Fig. 7 are also similar to those reported in [15,21], where a mixed
method and a numerical method based on Hodge decomposition were used, respectively.
However, the conventional Lagrange FEM for solving the GL equations under Lorentz
gauge may converge to an incorrect solution, see [15, 21].

We also test the spatial convergence rate of the proposed method (2.21)-(2.24). Here,
the terminal time T=2.0. We use a very small fixed time step τ=1.0×10−4. Since the exact
solution is unavailable, numerical solution with a linear element method with M=512 is
used as the exact solution. To test the spatial convergence rate, we use a linear element
method on gradually refined meshes with M = 16, 32, 64, 128. The L2 errors are given
in Table 6. From Table 6, we can see that the convergence rates for ψ, σ, θ and curlσ are
around h1.5 while the convergence rate for A is about h0.7, which agree with the spatial
regularity (4.1). It should be noted that the convergence rate displayed in Table 6 is lower
than that of Example 3.1, where the exact solution is smooth.

Example 4.3. Finally, we use the proposed method to study the vortex motion in a cir-
cular disk with boundary defect. Here, the Ginzburg-Landau parameter κ=4.0 and the
applied magnetic field He = 0.9. Again, we set the initial conditions to be the perfectly
superconducting state with ψ0 =0.8+i0.6 and A0 =[0,0]T . This example was used in [1]
to investigate the influence of geometry on vortex motion. This example was also tested
by several different methods, e.g., see [15, 21].
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Figure 7: |ψh| (upper), σh (middle) and θh (lower) computed by the new approach at T=1, 5, 10, 15 and 20.
A linear element method with M=128 and τ=0.01 are used (Example 4.2).

Table 6: L2-norm errors of the new approach with a linear element method on the L-shape domain at T=2.0
with τ=1.0×10−4 (Example 4.2).

Errψ Errσ Errθ ErrA Errcurlσ

M=16 5.5920e-02 2.7586e-03 3.3285e-03 6.4717e-02 2.1947e-02

M=32 2.1019e-02 8.7451e-04 1.2195e-03 3.9689e-02 7.4094e-03

M=64 7.7711e-03 2.8373e-04 4.4753e-04 2.4791e-02 2.5471e-03

M=128 2.7054e-03 8.9990e-05 1.5579e-04 1.5229e-02 8.7669e-04

order 1.46 1.65 1.47 0.70 1.55

A quadratic element method(r= 2) on a regular mesh with 10428 vertices and 20532
elements and τ=0.002 are used in our computation. In Fig. 8, we plot |ψh|, θh and σh at
T= 1, 20, 40, 80, 160 and 200. From Fig. 8, we can observe that vortices enter the mate-
rial and then arrive at the stationary state as the time increases. For comparison, we refer
to [15] and [21], where a mixed method and a numerical method based on Hodge decom-
position were used, respectively. However, the results obtained in [1] by the conventional
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Figure 8: |ψh| (upper), σh (middle) and θh (lower) computed by the new approach at T=1, 20, 40, 80, 160 and
200. A quadratic element method with 10428 vertices and 20532 elements and τ = 0.002 are used (Example
4.3).

Lagrange FEM showed that there is a giant vortex near the defect. As remarked in [21],
numerical results in [1] is probably incorrect.

5 Conclusions

We have proposed a new linearized FEM for the GL equations under the Lorentz gauge.
Numerical experiments illustrate that the proposed method is efficient, accurate and ro-
bust. In particular, the method provides optimal convergence rates for three physical
components: the order parameter ψ, the magnetic field σ and the electric potential θ.
Moreover, the new approach is well suitable for vortex simulations in complex geome-
tries including non-convex domains, which are of high interests in many applications.
The mixed formulation and numerical methods presented in this paper are based on the
GL equations in two-dimensional space. Extension to the three-dimensional model is
under going.
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