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Abstract. Von Neumann stability theory is applied to analyze the stability of a fully
coupled implicit (FCI) scheme based on the lower-upper symmetric Gauss-Seidel (LU-
SGS) method for inviscid chemical non-equilibrium flows. The FCI scheme shows ex-
cellent stability except the case of the flows involving strong recombination reactions,
and can weaken or even eliminate the instability resulting from the stiffness problem,
which occurs in the subsonic high-temperature region of the hypersonic flow field. In
addition, when the full Jacobian of chemical source term is diagonalized, the stability
of the FCI scheme relies heavily on the flow conditions. Especially in the case of high
temperature and subsonic state, the CFL number satisfying the stability is very small.
Moreover, we also consider the effect of the space step, and demonstrate that the sta-
bility of the FCI scheme with the diagonalized Jacobian can be improved by reducing
the space step. Therefore, we propose an improved method on the grid distribution
according to the flow conditions. Numerical tests validate sufficiently the foregoing
analyses. Based on the improved grid, the CFL number can be quickly ramped up to
large values for convergence acceleration.
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1 Introduction

The numerical computation of hypersonic flow fields has received increasing attention
with the development of hypersonic vehicles. High-temperature effects [1] and mul-
tiple time scales make it difficult to compute hypersonic flow fields, especially non-
equilibrium flows.
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One of the difficulties encountered in solving non-equilibrium flows is the ”stiffness
problem” [2]. That is, the chemical source term in the species equations is sometimes
excessively large compared to the convective terms. Non-equilibrium effect results in a
large difference between the time scales of the chemical reaction and the fluid dynamics,
making it very difficult to determine an appropriate time step or CFL number. Inappro-
priate treatment of the stiffness problem results in a non-physical solution or divergent
numerical solutions.

There are currently two approaches to dealing with the stiffness problem. In the first
approach, the gas dynamic equations (i.e., the Navier-Stokes (NS) or Euler equations)
and the species equations are solved separately and iteratively. This approach is called
the ”loosely coupled method” [3–5]. In the second approach, which is called the ”cou-
pled implicit method” [6–9, 25], the two sets of equations are solved simultaneously in a
coupled implicit form. The loosely coupled method can be easily implemented but is nu-
merically less stable than the coupled implicit method and is not well-suited for solving
real-time problems. The coupled implicit method offers faster convergence and provides
a better description of non-equilibrium effects. However, the coupled implicit method re-
sults in a complex, large block matrix system. The solution of such a large linear system
requires large amounts of computer memory, especially when there is a large number of
chemical species.

As a result of continuous improvements in computer performance and computing
techniques, many of the difficulties of the coupled implicit method have been gradu-
ally overcome. Bussing [6] used the coupled point implicit method to solve the Euler
equations for chemical non-equilibrium problems. Eberhardt [7] and Candler [8] sep-
arately used a fully coupled implicit (FCI) method, which is based on the LU-SGS and
GSLR schemes, to solve the NS equations for thermochemical non-equilibrium problems.
Spiegel [9, 10] also employed FCI method to solve the NS equations for chemical non-
equilibrium problems using an unstructured hybrid grid.

However, alomost all of the numerical computations of non-equilibrium flows based
on the coupled implicit method are limited by the time step or CFL number. To prevent
a non-physical solution or divergent numerical solutions, a very small CFL number has
been adopted in many studies [6–8], resulting in very slow convergence rate and long
computing time. Moreover, setting the CFL number is an empirical and experimental
exercise. From a mathematical perspective, for non-homogeneous nonlinear differential
equation sets, if some of the source terms are positive or the Jacobian matrix of the source
terms has positive eigenvalues, the equation sets have ”growing” solutions [11], and nu-
merical methods are unstable [12,13]. For general chemical kinetics, strong chemical reac-
tions in non-equilibrium flows lead to dominant non-linear effects. In fact, even the fully
coupled method faces robustness difficulties because of these effects [14]. Thus, the sta-
bility and convergence of the coupled implicit scheme must be specifically investigated to
determine the effect of the chemical source term on numerical computations, and to de-
termine a reasonable time step. At present, there is very little related theoretical research
on the stability and convergence of the coupled implicit scheme. Venkateswaran [14] has
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provided some brief conclusions on the stability of the FCI scheme.

In addition, the full Jacobian of chemical source term in the coupled implicit scheme
requires the inversion of a large number of block matrices, which is highly time consum-
ing and memory intensive. In particular, the advantage of ”matrix-free” manipulation
for the FCI scheme based on the LU-SGS method is lost. Thus, many researchers have
used various diagonalized Jacobians to replace the full Jacobian. Kim [15] introduced a
diagonal matrix that is formed from the diagonal terms of the full Jacobian. Eberhardt
and Imlay [7] introduced a diagonal matrix in which the diagonal terms were set as the
L2 norm of each row of the full Jacobian. Ju [16] developed a more accurate diagonal-
ized Jacobian by considering the chemical time scales of forward and backward reac-
tions. Although these diagonalization methods can simplify computation, more research
is needed to determine whether using the coupled implicit scheme with these diagonal
matrices maintains similar stability and convergence as with the full Jacobian.

In addition to the time step or the CFL number, the space step of a grid cell plays
an important role in the stability and convergence of the coupled implicit scheme. Eber-
hardt [7] and Kim [15] used different grid densities to numerically verify the stability of
the FCI scheme and the accuracy of its numerical solutions. Glaz [17] used fine grids to
analyze non-equilibrium effects in the oblique shock wave reflection region. Although it
is known that better results are typically obtained using fine grids, there is no reasonable
theoretical explanation about the relations between the space step and the stability of the
numerical scheme.

In this paper, we investigate the full coupled implicit scheme for solving the govern-
ing equations about the inviscid chemical non-equilibrium flows and derive the corre-
sponding amplification factor from Von Neumann stability theory. Stability analysis is
performed on the stability of the FCI scheme with the full and the diagonalized Jaco-
bians. And the effects of several factors (flow condition, CFL number, space step) are
studied. Especially, the effect of the space step on the stability of the FCI scheme with
the diagonalized Jacobian is discussed in detail. And an improved method on the grid
distribution according to the flow conditions is proposed. Finally, some numerical tests
are given to verify the aforementioned conclusions.

2 Governing equations

The conservation form of the two-dimensional Euler equations for chemical non-equilibrium
flows with n species can be written in Cartesian coordinates as follows:

∂Q

∂t
+

∂F

∂x
+

∂G

∂y
=W , (2.1)

here Q is the vector of conservation variables, F and G are the vectors of the convective
fluxes in the x- and y- directions, respectively, and W is a vector of the chemical source
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term. The vectors Q, F, G and W are illustrated below:

Q=









ρs

ρu
ρu
ρE









, F=









ρsu
ρu2+p

ρuv
ρuH









, G=









ρsv
ρuv

ρv2+p
ρvH









, W =









ω̇s

0
0
0









,

with s=1,··· ,n.
In general, the system is closed by state relations (e.g., p= p(ρ,T) and e= e(ρ,T)).
The variable ω̇s in the vector is defined as the net mass production rate of the species

s and is written as follows:

ω̇s=Ms

NR

∑
k=1

(Ċs)k, (2.2)

where NR is the total number of reactions, and (Ċs)k is the rate of production of moles of
species s by reaction k,

(Ċs)k =(βsk−αsk)
[

k f k

n

∏
m=1

(Cm)
αsk−kbk

n

∏
m=1

(Cm)
βsk

]

,

where the kth reaction is written as follows:

n

∑
s=1

αsk[M]s
k f k

⇐==⇒
kbk

n

∑
s=1

βsk[M]s.

Here, [M]s represents species s, αsk and βsk are the stoichiometric coefficients for the
species s in the kth reaction, k f k and kbk are the forward and backward reaction rates,
respectively, and Ms is the molecular weight of the species s. Cs is the molar concentration
of the species and is given by Cs=ρs/Ms.

For the convenience in the analysis, we consider a simple chemical model with two
species: N2 and N. The chemical reactions are the dissociation and recombination reac-
tions of the two species and are shown below [18]:

N2+N2 ⇐⇒ 2N+N2, (2.3a)

N2+N ⇐⇒ 2N+N. (2.3b)

3 Numerical methods

3.1 Fully coupled implicit scheme

The non-equilibrium system itself is a strongly coupled system of gas dynamic equations
and species equations. Thus, the FCI scheme based on FVM is used to solve Eq. (2.1).

The time derivative terms of Eq. (2.1) are replaced by a first-order backward differ-
ence, and the implicit convective flux and the chemical source term are handled using
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the linearized approximate method and the flux vector splitting technique. The numeri-
cal scheme of Eq. (2.1) can be written as follows:

(L+D+U)∆Qn =RHS, (3.1)

where D is a block diagonal matrix, L is a block lower triangular matrix, U is a block
upper triangular matrix, and RHS is a right-hand-side residual.

Many iterative methods are available to approximately solve a system of linear equa-
tions, such as the alternating-direction-implicit method (ADI) [19], the lower-upper sym-
metric Gauss-Seidel method (LU-SGS) [20], etc. Considering the better stability of the
LU-SGS method, this method is adopted in this paper. Thus, Eq. (3.1) is rewritten as
follows:

(D+L)D−1(D+U)∆Qn =RHS, (3.2)

where

D∆Qn =
{(Vi,j

∆t
+ρ(Ai,j)SI+ρ(Bi,j)SJ

)

I−Zi,jVi,j

}

∆Qn
i,j, (3.3a)

L∆Qn =−A+
i−1/2,jSi−1/2,j∆Qn

i−1,j−B+
i,j−1/2Si,j−1/2∆Qn

i,j−1, (3.3b)

U∆Qn =A−
i+1/2,jSi+1/2,j∆Qn

i+1,j+B−
i,j+1/2Si,j+1/2∆Qn

i,j+1, (3.3c)

RHS=−
(

F̃
n
i+1/2,jSi+1/2,j− F̃

n
i−1/2,jSi−1/2,j+G̃

n
i,j+1/2Si,j+1/2−G̃

n
i,j−1/2Si,j−1/2

)

+W n
i,jVi,j, (3.3d)

with

∆Qn
i,j =Qn+1

i,j −Qn
i,j, F̃=Fni,x+Gni,y, G̃=Fnj,x+Gnj,y,

where ni=
(

ni,x,ni,y

)

and nj=
(

nj,x,nj,y

)

are the unit normal vectors of the interface in the
i and j directions. Vi,j and Si+1/2,j denote the volume and the interfacial area of a grid cell,
respectively.

For simplicity, the discretization of Eq. (2.1) is based on a regular structured grid, i.e.,

SI =∆y, SJ =∆x. (3.4)

Therefore, the time step ∆t can be calculated as follows:

∆t=
CFL

[

|u|
∆x +

|v|
∆y +a

√

1
∆x2 +

1
∆y2

] . (3.5)

And

A±=
1

2

[

A±ρ(A)I
]

B±=
1

2

[

B±ρ(B)I
]











, (3.6)
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where A and B are the Jacobian matrices of F̃ and G̃, and Z is the Jacobian matrix of the
chemical source term W . Furthermore, ρ(A)=κmax[|λ(A)|], where κ is a parameter that
is greater than or equal to unity.

In addition, the interface fluxes F̃ and G̃ in the RHS are calculated using the first
order Roe [21] scheme, which shows upwind characteristics, i.e.,

F̃ i+1/2=
1

2

[

F̃(Qi)+ F̃(Qi+1)−|A|i+1/2(Qi+1−Qi)
]

, (3.7)

where
A=∂F̃/∂Q=T−1

ΛT , |A|=T−1|Λ|T .

3.2 Diagonalized method for source term Jacobian

The block diagonal matrix D in Eq. (3.3a) becomes a scalar diagonal matrix in the ab-
sence of the chemical source term. Thus, the inversion of the block matrix D in Eq. (3.2) is
avoided, which greatly reduces the amount of computation and memory space required.
This result is a significant advantage of the LU-SGS method. When the chemical source
term is considered, different methods can be used to diagonalize Z, which is also called
the full Jacobian, to maintain the advantages of the LU-SGS method. Among these meth-
ods [7,15,16], the diagonalized method developed by Eberhardt and Imlay [7] is adopted.

The full Jacobian Z is given as

Z=
∂W

∂Q
=



















∂ω̇1

∂ρ1
···

∂ω̇1

∂ρns

∂ω̇1

∂ρu

∂ω̇1

∂ρv

∂ω̇1

∂ρE
...

. . .
...

...
...

...
∂ω̇ns

∂ρ1
···

∂ω̇ns

∂ρns

∂ω̇ns

∂ρu

∂ω̇ns

∂ρv

∂ω̇ns

∂ρE
0 0 0 0 0 0



















. (3.8)

In the diagonalization method, the full Jacobian Z is replaced by the following diag-
onalized Jacobian:

Z̃=

















1

τ1
0 0 0

0
. . . 0

...

0 0
1

τns
0

0 ··· ··· 0

















, (3.9)

where τs is the characteristic time scale for the production or reduction of species s, which
is defined as

1

τs
=β

[ ns

∑
l=1

(∂ω̇s

∂ρl

)2]1/2
, (3.10)

where β is a relaxation parameter that is greater than one.
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4 Von Neumann stability analysis

Von Neumann stability theory is an invaluable tool for assessing the stability and con-
vergence of numerical schemes. Strictly speaking, the theory is only applicable to linear
equations with constant coefficients and periodic boundary conditions. Thus, the non-
linear terms of Eq. (3.2) are first linearized, and the coefficient matrices must be frozen.
Eq. (3.3) is rewritten as follows:

D∆Qn =
{(Vi,j

∆t
+ρ(A)∆y+ρ(B)∆x

)

I−ZVi,j

}

∆Qn
i,j, (4.1a)

L∆Qn=−A+∆y∆Qn
i−1,j−B+∆x∆Qn

i,j−1, (4.1b)

U∆Qn =A−∆y∆Qn
i+1,j+B−∆x∆Qn

i,j+1, (4.1c)

RHS=−
[

(

|A|Qn
i,j+A−Qn

i+1,j−A+Qn
i−1,j

)

∆y
]

−
[

(

|B|Qn
i,j+B−Qn

i,j+1−B+Qn
i,j−1

)

∆x
]

+ZQn
i,jVi,j, (4.1d)

where the term ZQ in Eq. (4.1d) is derived from

W ≈
∂W

∂Q
Q=ZQ.

Periodic boundary conditions are assumed. A discrete and finite Fourier representation
of Qn

i,j is given as

Qn
i,j =∑Q̂

n
eI(iθx+jθy), (4.2)

where the phase angles θx and θy vary over the range (−π,π], and Q̂ denotes the ampli-
tude vector.

Therefore, the Fourier symbols of the scheme given by Eqs. (3.2) and (4.1) are

(D̂+ L̂)D̂
−1
(D̂+Û)∆Q̂

n
= R̂HSQ̂

n
, (4.3)

where

D̂=
(

Vi,j/∆t+ρ(A)∆y+ρ(B)∆x
)

I−ZVi,j, (4.4a)

L̂=−A+∆ycos(θx)−B+∆xcos(θy)+i(A+∆ysin(θx)+B+∆xsin(θy)), (4.4b)

Û=A−∆ycos(θx)+B−∆xcos(θy)+i(A−∆ysin(θx)+B−∆xsin(θy)), (4.4c)

R̂HS=−
[

|A|∆y(1−cos(θx))+|B|∆x(1−cos(θy))+i
(

A∆ysin(θx)+B∆xsin(θy)
)

]

+ZVi,j. (4.4d)

Finally, the amplification matrix is

G= I+
[(

D̂+ L̂
)

D̂
−1(

D̂+Û
)]−1

R̂HS, (4.5)
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Table 1: Data for two flow conditions behind the shock wave in hypersonic flow fields.

Flow Condition Ma P [atm] T [K] Mass fraction of species in chemical equilibrium (YN2
,YN) [22]

Type 1 (SUPLTP)
Case 1 5 0.01 1000 1.0, 0.0
Case 2 10 0.001 500 1.0, 0.0

Type 2 (SUBHTP)
Case 3 0.1 10 10000 0.09, 0.91
Case 4 0.5 1 8000 0.175, 0.825

where Q̂
n+1

=GQ̂
n
.

The stability of the numerical scheme is analyzed by investigating the eigenvalue of
the amplification matrix G, which describes the variation of solution between one time
interval. Stability is guaranteed when the spectral radius of the amplification matrix
max(|λ(G)|), namely amplification factor, is no more than one.

There are primarily two flow conditions behind the shock wave in hypersonic flow
fields: a supersonic state at low temperature and pressure (SUPLTP) and a subsonic state
at high temperature and pressure (SUBHTP). Stability analyses of the FCI scheme with
the full and the diagonalized Jacobians are carried out for the two flow conditions, and
the chemical model is shown in Section 2. The impact of the chemical reactions on the
stability is analyzed in terms of two factors: the amplification factor, which is depends
on the CFL number and the space step, and the stiffness. For convenience, two cases are
considered for each flow condition, and the initial conditions are shown in Table 1.

4.1 Stability of FCI scheme with full Jacobian

For the present chemical non-equilibrium problem in one dimension, the stability results
for the FCI scheme is presented here. Fig. 1 shows the relationship between the amplifica-
tion factor and the CFL number based on different mass fractions of species for the four
cases listed in Table 1. As shown in Fig. 1(a), the FCI scheme shows excellent stability
in the given range of CFL number (0.01≤CFL≤ 1000) for the SUPLTP condition when
the mass fractions of species N2 are 1.0 and 0.99. That is, the chemical reactions in non-
equilibrium flows are primarily dissociation reactions or weak recombination reactions.
When strong recombination reactions are dominant in non-equilibrium flows, such as the
flow conditions in which the mass fraction of species is 0.8 in Fig. 1(a), the FCI scheme
is conditionally stable. However, the maximum CFL number that satisfies the stability is
still rather large and acceptable. Furthermore, the damping behavior of the FCI scheme
with different CFL numbers is also shown in Fig. 1(b) for the SUPLTP conditions. A max-
imum CFL number of 40 is obtained for Case 1 in which the mass fraction of species is
0.8. If the CFL number was increased to 50, for example, the damping behavior would
not improve for almost all of the frequency modes, and more significantly, the amplifi-
cation factor would exceed unity for the low frequency modes. The same situation also
occurs in the case 2.

For the SUBHTP condition, the stability characteristics of the FCI scheme with the full
Jacobian are similar to those for the SUPLTP condition, as shown in Fig. 2(a). However,
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Figure 1: One-dimensional stability of FCI scheme vs. CFL number (a) and phase angle (b) for the SUPLTP
condition (∆x=0.01).
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Figure 2: One-dimensional stability of FCI scheme vs. CFL number (a) and phase angle (b) for the SUBHTP
condition (∆x=0.01).

in Fig. 2(b), the amplification factors of any cases are considerably larger than those for
the SUPLTP condition. It explains that the damping behavior of the FCI scheme for the
SUBHTP condition is worse than that for the SUPLTP condition. With the comparison
between the Fig. 1(b) and Fig. 2(b), the CFL number satisfying the stability is generally
larger for the SUPLTP condition than that for the SUBHTP condition, which means that
a larger CFL number is fail for the latter in numerical computation. For example, when
the CFL number is 40, the FCI scheme is stable for the SUPLTP condition but unstable
for the SUBHTP condition. Thus, we can infer that the SUBHTP flow condition becomes
a major factor which impacts the stability of the FCI scheme.

The stiffness of the governing equations is also considered. With respect to chem-
ical kinetics, the stiffness is defined as the ratio of the fluid dynamics time scale τf =
∆x/(|U|+a) [6] to the chemical reaction time scale τc = 1/max(|λ(Z)|) [26] for non-
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Table 2: Time scales and stiffnesses for two flow conditions.

YN2
τf τc τf /τc

Case 1
1.0 0.264e-5 0.101e15 0.263e-21
0.99 0.262e-5 0.251 0.104e-4
0.8 0.235e-5 0.293e-3 0.800e-2

Case 2
1.0 0.200e-5 0.178e18 0.113e-22
0.99 0.199e-5 0.215e1 0.927e-6
0.8 0.179e-5 0.132e-2 0.135e-2

Case 3
0.6 0.374e-5 0.129e-7 0.288e3
0.1 0.300e-5 0.321e-7 0.935e2
0.01 0.290e-5 0.724e-7 0.400e2

Case 4
0.6 0.306e-5 0.786e-6 0.390e1
0.1 0.246e-5 0.191e-5 0.129e1
0.01 0.238e-5 0.416e-5 0.572

equilibrium problems. Table 2 shows the two time scales and stiffness parameters which
are calculated for the four cases listed in Table 1. For the SUPLTP condition, there is no
stiffness because the ratio is very small, whereas in the SUBHTP condition, a large ratio
yields a significant stiffness. Thus, the CFL number must be very small to avoid a non-
physical solution or computational divergence. We conclude from the stability analyses
above that the instability resulting from the stiffness can be greatly weakened or even
eliminated if the numerical computation is carried out using the FCI scheme, and the
CFL number can be ramped up to large value without a loss in stability.

We also briefly discuss the two-dimensional stability of the FCI scheme. Figs. 3(a)
and (b) separately show the damping behavior of the FCI scheme for Case 2 and Case 3.
Similar to the one-dimensional results which are shown in Fig. 1(a) and Fig. 2(a), the two-

(a) Case 2, YN2
=0.99 (b) Case 3, YN2

=0.6

Figure 3: Contours of two-dimensional amplification factor of FCI scheme for Case 2 and Case 3 (∆x= 0.01,
∆y=0.01, CFL=100).
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dimensional stability characteristic can also be satisfied for large CFL numbers. Mean-
while, the amplification factor under any pair of phase angles for the SUBHTP condition
is much larger than that for the SUPLTP condition, which means that the damping be-
havior for the former is worse than that for the latter. This also explains that the former
convergent rate is much smaller and will becomes major factor impacting the conver-
gence of the FCI scheme. To summarize, the conclusions from the one-dimensional cases
are also suitable for the two-dimensional cases.

4.2 Stability of FCI scheme with diagonalized Jacobian

Currently, although the diagonalization method is used to replace the full Jacobian, little
research has been carried out on whether the inherent characteristics of the FCI scheme
with the full Jacobian are maintained, that is, whether the numerical instability is weak-
ened or even eliminated. Therefore, the stability of the FCI scheme with the diagonalized
Jacobian Z̃ is discussed in detail below. Although the parameter β is greater than one
in [7], the numerical results in [23] show it is better to set the parameter β less than one.
Thus, the relaxation parameter β is set to 0.5 in this paper.

Figs. 4(a) and (b) show the variations in the amplification factor of the FCI scheme
with the diagonalized Jacobian based on different CFL numbers for the two flow con-
ditions. Fig. 4(a) shows that for the SUPLTP condition, the range of CFL number that
satisfy the stability for the diagonalized Jacobian is nearly invariant relative to that for
the full Jacobian shown in Fig. 1(a). The FCI scheme exhibits similar damping behavior
with the diagonalized Jacobian (not shown) as with the full Jacobian. However, for the
SUBHTP condition, the stability characteristic of the FCI scheme with the diagonalized
Jacobian is completely different from that with the full Jacobian. Fig. 4(b) shows that the
diagonalization method seriously curtails the range of CFL number, which means that
the numerical computation depends on a relatively small CFL number. Fig. 5 shows that
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Figure 4: One-dimensional stability of FCI scheme with diagonalized Jacobian (a) SUPLTP (b) SUBHTP
(∆x=0.01).
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Figure 5: One-dimensional amplification factor of FCI scheme with diagonalized Jacobian vs. phase angle
(∆x=0.01).

for a larger CFL number, the damping behavior of the FCI scheme is destroyed for both
the low and high frequency modes when the full Jacobian is diagonalized.

The analyses indicate that the FCI scheme with the diagonalized Jacobian does not
maintain the excellent characteristics of the FCI scheme with the full Jacobian under cer-
tain circumstances, such as the SUBHTP condition or large space step, which explains
why a large CFL number cannot be used in the FCI scheme with the diagonalized Jaco-
bian. Similarly, these phenomena from the one-dimensional cases are also observed in
the two-dimensional cases.

4.3 Effect of space step on stability

It is well known that the present FCI scheme is unconditionally stable in the absence of
the chemical source term [20]. If the space step is very small, the ZV term in Eqs. (4.4a)
and (4.4d) is close to zero, and the expression max(|λ(G)|)≤ 1 probably should hold
for any CFL number. In other word, we suppose that decreasing the space step can
weaken the role of the Jacobian matrix of the chemical source term in the scheme. In
previous studies, Eberhardt [7] and Dwight [13] achieved numerical convergence using
grid refinement. Therefore, the effect of the space step on the stability of the FCI scheme
with the diagonalized Jacobian is discussed in detail to solve the problems in Section 4.2.

In this section, stability analyses are performed for the SUBHTP condition in which
the stiffness still exists and the CFL number is significantly limited. Here, three space
steps are considered, as shown in Fig. 6(a). It is evident that decreasing the space step
increases the maximum CFL number that satisfies the stability. And if the space step is
reduced by one order of magnitude, the maximum CFL number increases by at least one
order of magnitude. In addition, the damping behavior is also improved for a smaller
space step, and a larger CFL number can be used, as shown in Fig. 6(b). Meanwhile, as
the space step decreases, the FCI scheme with the diagonalized Jacobian shows similar
stability characteristics to the full Jacobian, or even slightly better. Unfortunately, the
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Figure 6: Effect of space step on one-dimensional stability of FCI scheme with diagonalized Jacobian (a) CFL
number (b) phase angle.

(a) ∆x=0.01, ∆y=0.01, CFL=1 (b) ∆x=0.001, ∆y=0.01, CFL=1 (c) ∆x=0.001, ∆y=0.01, CFL=10

Figure 7: Contours of two-dimensional amplification factor of FCI scheme with diagonalized Jacobian for Case
4 (YN2

=0.6).

damping rate is still relatively large.

Fig. 7 shows similar two-dimensional results for the SUBHTP condition. Fig. 7(a)
shows that for a larger space step, the instability occurs for middle and low frequency
modes and even for some high frequency modes. Fig. 7(b) shows that if the space step
along the x-direction is reduced from 0.01 to 0.001, the instability vanishes, and the damp-
ing behavior along the x-direction is improved. Fig. 7(c) shows that increasing the maxi-
mum CFL number further improves the damping behavior.

In a word, the stability analyses verify the foregoing supposition. For the SUBHTP
condition, the reduction of the space step can improve the stability of the FCI with the
diagonalized Jacobian and increase the CFL number satisfying the stability. Therefore, a
method for improving the stability, that the computational grid is refined locally based
on the flow conditions, such as the SUBHTP condition, is suggested.
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5 Numerical validation and discussions

To validate the stability and convergence analyses presented in Section 4, we first con-
sider a steady two-dimensional hypersonic inviscid flow around a cylinder. The free
stream Mach number is 10, and the static temperature is 700K [18]. The free stream con-
ditions produce extremely high temperature in the region between the bow shock and
the stagnation point, which promotes the nitrogen dissociation reactions.

At first an initial grid with 51×51 grid points, as shown in Fig. 8(a), is given. Fig. 10(a)
shows the convergence histories of the FCI scheme with the full Jacobian for different
CFL numbers based on the initial grid. The results illustrate that the stability and con-
vergence of the scheme is not constrained by the CFL number. In addition, when the
CFL number is greater than 100, the convergence is no longer improved, which agrees
with the analyses in Section 4.1, where the damping behavior was no longer improved
for excessively large CFL numbers.

However, Fig. 10(b) shows the convergence history of the FCI scheme with the diago-
nalized Jacobian based on the initial grid is poor for CFL=5. According to the foregoing
stability analyses, and the fact that the region between the bow shock and stagnation
point shows high temperature and subsonic state, the grid in the area of high tempera-
ture and subsonic state should be refined properly. Because of the characteristic of the
thin shock layer for hypersonic flows, the refinement will not produce overmuch grid
cells. At the same time, the grid in other regions can be coarse, such as the region in the
front of the bow shock without chemical reactions, which will not destroy the stability
and convergence of numerical computation. Therefore, an improved grid is exhibited in
Fig. 8(b). Based on the improved grid, the FCI scheme with the diagonalized Jacobian

Figure 8: Initial and improved grids for a Mach 10 flow
around a cylinder.

Diagonalized 
Jacobian ( β=0.5)

Full Jacobian

Figure 9: Comparison of pressure contours.
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Figure 10: Convergence histories of the FCI scheme with full and diagonalized Jacobians (β=0.5).

Figure 11: Improved grid for air reacting flow over the ELECTRE blunt cone.

shows good convergence for a large CFL number. And the comparison of pressure con-
tours, which are obtained using two different Jacobians, is consistent, as shown in Fig. 9.
Moreover, when the improved grid is refined in Fig. 8(c), the convergence histories show
little change, as can be observed clearly in Fig. 10(b).

In addition, we can extend the above analyses to the problems involving more species
and three dimension. Thus, An inviscid five-species air flow over ELECTRE blunt
cone [24] with a Mach number of 13 is considered. Fig. 11 shows the improved grid
while the initial grid is no longer given here. According to the residuals shown in Fig. 12,
if the diagonalized Jacobian is selected in the FCI scheme based on the initial grid, the
CFL number larger than 5 results in the nonphysical solutions. The problem is resolved
by using the improved grid. The CFL number can be set to 50 or even greater. Finally,
from the residuals of the two numerical tests, we obtain that the FCI scheme with the di-
agonalized Jacobian can exhibit similar stability and convergence characteristics to that
with the full Jacobian for large CFL number based on the improved grid.
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6 Conclusions

Stability analyses of the fully coupled implicit scheme are carried out for the inviscid
chemical non-equilibrium flows. The stability of the FCI scheme with the full Jacobian
is related with the type of chemical reactions in flow field. It is regarded approximately
as unconditionally stable for the dissociation reactions or the weak recombination reac-
tions but is conditionally stable for the strong recombination reactions. However, for the
latter, the maximum CFL number satisfying the stability is great enough and demon-
strated to be optimal from the perspective of the amplification factor. Moreover, the in-
stability, which results from the stiffness, is primarily encountered in the subsonic high-
temperature region of flow fields, and can be weakened or even eliminated by the FCI
scheme with the full Jacobian.

When the full Jacobian of chemical source term is replaced by the diagonalized Ja-
cobian, the inherent characteristics of the FCI scheme vanish. The stability of the FCI
scheme with the diagonalized Jacobian is sensitive to both the flow conditions and the
space step. For the steady chemical non-equilibrium flow, a very small CFL number is
required to guarantee computational convergence. In addition, the reduction of the space
step can improve the stability of the FCI with the diagonalized Jacobian. Therefore, the
paper presents a local grid refinement method according to the flow conditions.

The numerical tests further validate the theoretical analyses. The results show that the
FCI scheme with the full Jacobian is hardly influenced by the CFL number, and shows
good adaptability to a general grid. While the FCI scheme with the diagonalized Jacobian
relies heavily on the CFL number. After the grid is refined properly in the region of high
temperature and subsonic state, the stability and convergence of the FCI scheme with the
diagonalized Jacobian are improved, so that the CFL number can be ramped to rather
large values. In a word, the proposed method in this paper contributes to improving
the stability of the FCI scheme with the diagonalized Jacobian, and increasing the CFL
number to enhance the convergence efficiency. More importantly, the stability analyses



Y. Wang, J. S. Cai and K. Qu / Adv. Appl. Math. Mech., 8 (2016), pp. 953-970 969

can also provide a theoretical basis for us in numerical computation.
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