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Abstract. In this paper, stabilized Crank-Nicolson/Adams-Bashforth schemes are pre-

sented for the Allen-Cahn and Cahn-Hilliard equations. It is shown that the proposed

time discretization schemes are either unconditionally energy stable, or conditionally

energy stable under some reasonable stability conditions. Optimal error estimates for

the semi-discrete schemes and fully-discrete schemes will be derived. Numerical exper-

iments are carried out to demonstrate the theoretical results.
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1. Introduction

In this paper, we consider numerical approximations for the Allen-Cahn equation





∂ u

∂ t
=∆u−

1

ε2
f (u) , (x , t) ∈ Ω× (0, T] ,

∂ u

∂ n
= 0 , (x , t) ∈ ∂Ω× (0, T] ,

u|t=0 = u0(x) , x ∈ Ω ;

(1.1)

∗Corresponding author. Email addresses: fxlmath�gmail.
om (X. Feng), ttang�math.hkbu.edu.hk
(T. Tang), jiangy�hkbu.edu.hk (J. Yang)

http://www.global-sci.org/eajam 59 c©2013 Global-Science Press



60 X. Feng, T. Tang and J. Yang

and the Cahn-Hilliard equation





∂ u

∂ t
=∆

�
−∆u+

1

ε2
f (u)

�
, (x , t) ∈ Ω× (0, T] ,

∂ u

∂ n
|∂Ω = 0 ,

∂
�
∆u− 1

ε
f (u)

�

∂ n
= 0 , (x , t) ∈ ∂Ω× (0, T] ,

u|t=0 = u0(x) , x ∈ Ω .

(1.2)

In the above equations, u = u(x , t) represents the concentration of one of the two metallic

components of the alloy and the parameter ε represents the interfacial width, which is

small compared to the characteristic length of the laboratory scale. In addition, u0 : Ω→
R is a given initial function, Ω is a bounded domain in Rd (d = 2,3), ∂Ω denotes its

boundary, n is the outward normal, T is a given time, and f (u) = F ′(u) for a given energy

potential F(u). The homogeneous Neumann boundary condition implies that no mass

loss occurs across the boundary walls. An important feature of the Allen-Cahn and Cahn-

Hilliard equations is that they can be viewed as the gradient flow of the Liapunov energy

function

E(u) =

∫

Ω

�
1

2
|∇u|2+

1

ε2
F(u)

�
d x (1.3)

in L2-space and H−1-space, respectively. By taking the inner product of Eq. (1.1) with

∆u+ (1/ε2) f (u), the following energy law for Eq. (1.1) can be obtained:

∂ E(u(t))

∂ t
= −

∫

Ω

����−∆u+
1

ε2
f (u)

����
2

d x . (1.4)

Similarly, the energy law for Eq. (1.2) is given by

∂ E(u(t))

∂ t
= −

∫

Ω

����∇(−∆u+
1

ε2
f (u))

����
2

d x . (1.5)

Eqs. (1.4) and (1.5) indicate that the free energy decreases monotonically with time.

The Allen-Cahn equation was originally introduced to describe the motion of anti-phase

boundaries in crystalline solids [1], and the Cahn-Hilliard equation was introduced to de-

scribe the complicated phase separation and coarsening phenomena in a solid [7]. The

two boundary conditions also imply that the mixture cannot pass through the bound-

ary walls. The Allen-Cahn and Cahn-Hilliard equations have been employed in many

complicated moving interface problems in materials science and fluid dynamics — e.g.

see [3–5,8,11,23]). As the numerical simulations have been very useful, it is very impor-

tant to develop accurate and efficient numerical schemes for these phase field models. Note

that an essential feature of Eqs. (1.1) and (1.2) is that they must satisfy the energy laws

(1.4) and (1.5) respectively, so it is worthwhile to design efficient and accurate numerical

schemes that satisfy similar energy decay properties.
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It is known that explicit schemes usually lead to severe time step restrictions and also

in general do not satisfy the energy decay property. A good alternative is to use implicit-

explicit schemes that involve an elliptic equation with constant coefficients to be solved at

each time step, making the implementation easy via fast elliptic solvers [2,6,17]. However,

semi-implicit schemes usually have larger truncation errors and therefore require smaller

time steps to guarantee accuracy as well as the energy stability. On the other hand, one

can easily design an implicit scheme that satisfies energy stability and smaller truncation

errors. The main disadvantage of the implicit approach is the need to solve nonlinear

systems at each time step. Shen & Yang established the Lipschitz property for the special

difference quotient of f (u) and provided error estimates for two fully discretized implicit

schemes with a spectral-Galerkin approximation in space [18]. Yang gave the stabilized

semi-implicit scheme and the splitting scheme for the Allen-Cahn equation [22]. For the

stabilized first-order scheme, Yang provided error analysis for the Allen-Cahn equation by

using the spectrum estimate.

In Ref. [10], we presented a class of nonlinearly stable implicit-explicit methods for

the Allen-Cahn equation. Our stabilized implicit-explicit schemes are shown to satisfy

energy stability, which can relax the time step restrictions for the standard implicit-explicit

methods. The present work can be regarded as an extension of Ref. [10], as the proposed

methods discussed there will be extended to the Cahn-Hilliard equation (1.2). Moreover,

rigorous error analysis will be established in this work.

There have been extensive efforts for investigating properties of numerical schemes for

(1.1) and (1.2). Du and Nicolaides derived a second-order accurate unconditionally sta-

ble time-stepping nonlinear scheme for the Cahn-Hilliard equation by using the standard

conforming finite element method [8]. Later on, Eyre derived a first-order accurate un-

conditionally stable time-stepping scheme for the Cahn-Hilliard equation [9], which has

been used extensively by the computational community and has inspired many other time

integration schemes. Other significant works that deal with the Cahn-Hilliard equation

include Gomez & Hughes [11], He et al. [12], and Qiao et al. [24]. Other noteworthy

contributions for the phase-field crystal equation and bistable epitaxial thin film equations

include Xu & Tang [21], Li & Liu [14], Shen & Yang [19], Qiao et al. [15,16], and Wise et

al. [13,20].

In this article, we restrict our attention to potential functions F(u) with derivative

f (u) = F ′(u) satisfying the condition that there exists a positive constant L such that

max
u∈R
| f ′(u)| ≤ L . (1.6)

We study the stabilized Crank-Nicolson/Adams-Bashforth (CN/AB) scheme for the Allen-

Cahn and Cahn-Hilliard equations. We use the standard conforming finite element method

for the spatial discretization, and specify the range of the stabilization parameters involved

to fulfil the nonlinear energy stability requirement. Optimal error estimates of the proposed

second-order scheme are obtained, and the predicted theoretical results are then verified

by a number of numerical experiments.

The rest of the paper is organized as follows. In Section 2, we consider the Allen-Cahn

equation with a stabilized Crank-Nicolson/Adams-Bashforth (CN/AB) time discretization.
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The optimal error estimate of the second-order CN/AB scheme is established for the Allen-

Cahn equation. Similar analysis is provided in Section 3 for the Cahn-Hilliard equation

(1.2). Section 4 is devoted to some numerical experiments, and some concluding remarks

are made in the final section.

2. The Allen-Cahn Equation

We first introduce some notation and the standard Sobolev spaces. The space L2(Ω) is

equipped with the L2-scalar product (·, ·) and L2-norm ‖ · ‖0. The space H1
0(Ω) is endowed

with the usual scalar product (∇u,∇v) and the norm ‖∇u‖0. We also denote by ‖ · ‖r =
‖ · ‖0,r the norm on space Lr(Ω) with 1 < r <∞, and ‖ · ‖k,r the norm on space W k,r(Ω)

with k = 0,1,2, · · · . Given q ∈ [1,∞), T > 0 and a Banach space W , the space Lq(0, T ; W )

consists of functions defined on (0, T ) into W that are strongly q-integrable. The space

Lq(0, T ; W ) is equipped with the usual scalar product and norm

‖ · ‖Lq(0,T ;W ) =

 ∫ T

0

‖ · ‖qW

!1/q

, (·, ·) =

∫ T

0

(·, ·)W d t .

Based on the above definitions, the variational formulation for the Allen-Cahn equation

(1.1) is to find u ∈ L2(0, T ; H1(Ω)) such that

�
∂ u

∂ t
, v

�
+ (∇u,∇v)+

1

ε2
( f (u), v) = 0 , ∀v ∈ L2(0, T ; H1(Ω)) . (2.1)

Let tn = nδt (n = 0,1, · · · , N), where δt = T/N denotes the time step size and N

is an integer. un is an approximation to u(x , tn) =: u(tn). In this work, we consider a

second-order time discretization scheme for solving phase field models. In order to obtain

high-order numerical schemes, Xu & Tang designed stabilized high-order time discretiza-

tion schemes for the epitaxial growth model [21] . Their stability proof is based on the

assumptions of the boundedness of numerical solution which cannot be verified a priori.

Note that Shen & Yang used a similar stabilizing technique and also presented a stabilized

second-order implicit-explicit scheme based on the classical second-order backward differ-

ence formula (BDF), by adding the second-order stabilized term (S/ε2)(un+1−2un+un−1)

— viz. [18]

1

2δt
(3un+1 − 4un+ un−1, v) +

S

ε2
(un+1 − 2un + un−1, v)+ (∇un+1 ,∇v)

+
1

ε2
(2 f (un)− f (un−1), v) = 0 , ∀v ∈ H1(Ω) . (2.2)

In scheme (2.2), under the condition

δt ≤
2ε2

3L
(2.3)
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and S ≥ 0, the following energy stability property holds:

E(un+1) +

�
1

4δt
+

S+ L

2ε2

�
‖un+1 − un‖20

≤ E(un) +

�
1

4δt
+

S + L

2ε2

�
‖un − un−1‖20 , ∀n≥ 1 . (2.4)

In order to relax the restriction on the time step (2.3), we consider the following two

stabilized Crank-Nicolson/Adam-Bashforth (CN/AB) schemes.

Algorithm 2.1. (Stabilized second-order CN/AB scheme for AC equation)

Find un+1 ∈ H1(Ω), such that

1

δt

�
un+1 − un, v

�
+

1

2

�
∇(un+1 + un),∇v

�
+

S

ε2

�
un+1 − 2un+ un−1, v

�

+
1

ε2

�
3

2
f (un)−

1

2
f (un−1), v

�
= 0 , ∀v ∈ H1(Ω) . (2.5)

Note that the above scheme is (formally) second-order accurate in time.

Lemma 2.1. If the condition (1.6) is satisfied and

δt ≤
ε2

L
(2.6)

where L is given by (1.6), then the following energy stability property for Algorithm 2.1 holds

for any S ≥ 0:

Ẽ(un+1)≤ Ẽ(un) , ∀n≥ 1 , (2.7)

where

Ẽ(un) := E(un) +
L+ 2S

4ε2
‖un − un−1‖20 .

Proof. On taking v = un+1 − un in (2.5) and using Taylor’s theorem with remainder in

the integral form, we obtain

F(un+1)− F(un) = (un+1 − un) f (un) +

∫ un+1

un

(un − t) f ′(t)d t ,

which yields

E(un+1)− E(un) +
1

δt
‖un+1 − un‖20

+
S

2ε2

�
‖un+1 − un‖20 −‖u

n− un−1‖20 + ‖u
n+1 − 2un+ un−1‖20

�

=
1

ε2



∫ un+1

un

f ′(s)(un+1 − s)ds , 1


−

1

2ε2

 ∫ un

un−1

f ′(s)ds ,un+1 − un

!
. (2.8)
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Then using condition (1.6) and the standard Cauchy-Schwarz inequality gives

RHS of (2.8)≤
L

2ε2

�
‖un+1 − un‖20 + ‖u

n+1 − un‖0‖u
n − un−1‖0

�

≤
L

2ε2

�
3

2
‖un+1 − un‖20 +

1

2
‖un − un−1‖20

�
, (2.9)

which together with the assumption (2.6), leads to the desired result (2.7).

From (2.6), we see that the time step restriction of the stabilized second-order CN/AB

schemes is one and half times larger than that given in (2.3). Moreover, we can also use

the following stabilized CN/AB scheme.

Algorithm 2.2. Find un+1 ∈ H1(Ω), such that

1

δt

�
un+1 − un, v

�
+

1

2

�
∇(un+1+ un),∇v

�
+

Sδt

ε2

�
un+1 − un, v

�

+
1

ε2

�
3

2
f (un)−

1

2
f (un−1), v

�
= 0 , ∀v ∈ H1(Ω) . (2.10)

Note that the above scheme is also of second-order accuracy in time.

Lemma 2.2. If the condition (1.6) is satisfied and

S ≥
L2

4ε2
, (2.11)

where L is given by (1.6), then the following energy stability property for Algorithm 2.2 holds:

Ẽ(un+1)≤ Ẽ(un) , ∀n≥ 1 , (2.12)

for any time step size δt, where

Ẽ(un) := E(un) +
L

4ε2
‖un − un−1‖20 .

Proof. Similar to the analysis for Lemma 2.1, the following result holds:

E(un+1)− E(un) +

�
1

δt
+

4Sδt − 3L

4ε2

�
‖un+1 − un‖20

≤
L

4ε2
‖un − un−1‖20 , ∀n≥ 1 . (2.13)

To ensure energy stability, we require the conditions

1

δt
+

4Sδt − 3L

4ε2
≥ 0 and

1

δt
+

Sδt − L

ε2
≥ 0 ,

or equivalently

�
δt −

3L

8S

�2

+
ε2

S
−

9L2

64S2
≥ 0 and

�
δt −

L

2S

�2

+
ε2

S
−

L2

4S2
≥ 0 ,
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which is satisfied provided that condition (2.11) holds.

Next, we consider a fully discretized version of Algorithm 2.1 by using the finite ele-

ment approximation for the spatial variables. Let h > 0 be a real positive parameter. The

finite element subspace Uh of H1(Ω) is characterized by Jh = Jh(Ω), a partitioning of Ω into

triangles or quadrilaterals, assumed to be uniformly regular as h→ 0. Let Ph : L2(Ω)→ Uh

denote the L2-orthogonal projection such that

(Phv, vh) = (v, vh) , v ∈ L2(Ω), vh ∈ Uh ,

and let us define a projection operator Ih : H1(Ω)→ Uh by

(∇(v− Ihv),∇ϕ) = 0 , (v− Ihv, 1) = 0 , ∀ϕ ∈ Uh .

It is well known that the following estimates hold:

‖v− Phv‖0 ≤ chm‖v‖m, ∀v ∈ Hm(Ω), m≥ 0,

‖v− Ihv‖i ≤ chm−i‖v‖m, i = 0,1; ∀v ∈ Hm(Ω), m ≥ 1.

We define u0
h
= Phu0 and find un+1

h
∈ Uh, 1≤ n≤ N−1 by the following fully discretized

scheme:

1

δt

�
un+1

h
− un

h, vh

�
+

1

2

�
∇(un+1

h
+ un

h),∇vh

�
+

S

ε2

�
un+1

h
− 2un

h + un−1
h

, vh

�

+
1

ε2

�
3

2
f (un

h)−
1

2
f (un−1

h
), vh

�
= 0 , ∀vh ∈ Uh , (2.14)

where un
h

denotes the finite element approximation of un. Now we establish error estimates

for the fully discrete schemes. In our proof, C (with or without a subscript) will denote a

positive constant, which may take different values at different places.

Theorem 2.1. Consider the fully discretized version of Algorithm 2.1, (2.14), which uses the

standard conforming finite element approximation for the spatial variables. Let us assume

that u ∈ C (0, T ; Hm(Ω)), ut ∈ L2(0, T ; Hm(Ω))
⋂

L2(0, T ; L2(Ω)), ut t ∈ L2(0, T ; H1(Ω))

and ut t t ∈ L2(0, T ; H−1(Ω)). Under the conditions (1.6) and (2.6), the following error

estimate holds:

‖u(tn)− un
h‖0 ≤ C(δt2 + h2) ,

 
δt

n∑

k=0





∇(u(tk+ 1

2
)−

1

2
(uk+1

h
+ uk

h))






2

0

! 1

2

≤ C(δt2 + h) , (2.15)

where C is a positive constant that depends on ǫ, T , and u and its derivatives.

Proof. We write u(tn) = u(·, tn) and denote

ben = u(tn)− Ihu(tn) , en = Ihu(tn)− un
h ,

en = u(tn)− un
h
= ben + en , en+ 1

2 =
1

2
(en + en+1) .
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Define the truncation error

R
n+ 1

2

1
:=

u(tn+1)− u(tn)

δt
− ut(tn+ 1

2

) ,

R
n+ 1

2

2 :=∆u(tn+ 1

2
)−∆

�
u(tn+1) + u(tn)

2

�
.

By using the Taylor expansion with integral residual, it is easy to show that

‖R
n+ 1

2

1
‖2s ≤ δt3

∫ tn+1

tn

‖ut t t(t)‖
2
s d t, s = −1,0 , (2.16)

‖R
n+ 1

2

2 ‖
2
s ≤ δt3

∫ tn+1

tn

‖ut t(t)‖
2
s+2d t, s = −1,0 . (2.17)

Subtracting Eq. (2.14) from Eq. (2.1) at tn+1/2 gives

1

δt

�
en+1 − en, vh

�
+
�
∇en+ 1

2 ,∇vh

�
+

S

ε2

�
en+1 − 2en+ en−1, vh

�

=

�
R

n+ 1

2

1 + R
n+ 1

2

2 , vh

�
+

1

δt
(I − Ih)

�
u(tn+1)− u(tn), vh

�

+
S

ε2

�
u(tn+1)− 2u(tn) + u(tn−1), vh

�
−

S

ε2
(I − Ih)

�
u(tn+1)− 2u(tn) + u(tn−1), vh

�

+
1

ε2

�
f (u(tn+ 1

2
))−

3

2
f (un

h) +
1

2
f (un−1

h
), vh

�
. (2.18)

Taking vh = 2δten+ 1

2 in Eq. (2.18) yields

�
1+

Sδt

2ε2

��
‖en+1‖20 −‖e

n‖20
�
+ 2δt‖∇en+ 1

2 ‖20

= 2δt

�
R

n+ 1

2

1 + R
n+ 1

2

2 , en+ 1

2

�
+ 2
�
(I − Ih)(u(tn+1)− u(tn)), en+ 1

2

�

+
2δtS

ε2

�
u(tn+1)− 2u(tn) + u(tn−1), en+ 1

2

�

−
2δtS

ε2

�
(I − Ih)(u(tn+1)− 2u(tn) + u(tn−1)), en+ 1

2

�

+
2δtS

ε2

�
en− en−1, en+ 1

2

�
+

2δt

ε2

�
f (u(tn+ 1

2
))−

3

2
f (un

h) +
1

2
f (un−1

h
), en+ 1

2

�

=:

6∑

i=1

Ii . (2.19)

We next estimate the terms Ii (i = 1, · · · , 6) on the right-hand side, respectively. For I1,
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on using the Young inequality and the Cauchy-Schwarz inequality we obtain

I1 ≤ 2δt‖R
n+ 1

2

1
+ R

n+ 1

2

2
‖−1‖e

n+ 1

2 ‖1

≤ δt‖∇en+ 1

2 ‖20 + Cδt

�
‖R

n+ 1

2

1 ‖
2
−1 + ‖R

n+ 1

2

2 ‖
2
−1

�
. (2.20)

For I2, using the Young inequality and the integral identity, we have

I2 ≤ 2‖(I − Ih)(u(tn+1)− u(tn))‖0‖e
n+ 1

2 ‖0

≤
δt

ε2
‖en+ 1

2 ‖20 + Cε2

∫ tn+1

tn

‖(I − Ih)ut(s)‖
2
0ds . (2.21)

For I3 and I4, using the Young inequality and the Taylor expansion with integral residual

we have

I3 ≤
2δtS

ε2
‖u(tn+1)− 2u(tn) + u(tn−1)‖0‖e

n+ 1

2 ‖0

≤
δt

ε2
‖en+ 1

2 ‖20 +
CS2δt4

ε2

∫ tn+1

tn−1

‖ut t(s)‖
2
0ds ; and (2.22)

I4 ≤
2δtS

ε2
‖(I − Ih)(u(tn+1)− 2u(tn) + u(tn−1))‖0‖e

n+ 1

2 ‖0

≤
δt

ε2
‖en+ 1

2 ‖20 +
CS2δt4

ε2

∫ tn+1

tn−1

‖(I − Ih)ut t(s)‖
2
0ds . (2.23)

Moreover, using the Young inequality for I5 gives

I5 ≤
2δtS

ε2
‖en− en−1‖0‖e

n+ 1

2 ‖0

≤
δt

ε2
‖en+ 1

2 ‖20 +
CS2δt

ε2
‖en − en−1‖20 . (2.24)

The last term is more complicated:

I6 ≤
2δt

ε2





 f (u(tn+ 1

2

))−
3

2
f (un

h
) +

1

2
f (un−1

h
)






0

‖en+ 1

2 ‖0

≤
δt

ε2
‖en+ 1

2 ‖20 +
δt

ε2





 f (u(tn+ 1

2

))−
3

2
f (un

h
) +

1

2
f (un−1

h
)






2

0

=:
δt

ε2
‖en+ 1

2 ‖20 +
δt

ε2
I7 , (2.25)
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where

I7 ≤





 f (u(tn+ 1

2
))−

3

2
f (u(tn))+

1

2
f (u(tn−1))






2

0

+






3

2
f (u(tn))−

3

2
f (un

h)−
1

2
f (u(tn−1))+

1

2
f (un−1

h
)






2

0

≤





 f (u(tn+ 1

2
))−

1

2
( f (u(tn+1)) + f (u(tn)))






2

0

+






1

2
( f (u(tn+1)) + f (u(tn)))−

3

2
f (u(tn))+

1

2
f (u(tn−1))






2

0

+ C L2(‖u(tn)− un
h
‖20 + ‖u(tn−1)− un−1

h
‖20)

≤ C Lδt3

∫ tn+1

tn−1

‖ut t(s)‖
2
0ds+ C L2

�
‖en‖20 + ‖ben‖20 + ‖e

n−1‖20 + ‖ben−1‖20
�

, (2.26)

in which we have used the Taylor expansion with integral residual, the Cauchy-Schwarz

inequality and the relationship ‖u(tn)− un
h
‖20 = ‖ben + en‖20 ≤ 2(‖ben‖20 + ‖e

n‖20). Combining

these into Eq. (2.19) and using inequalities (2.16) yields

�
1+

Sδt

2ε2

�
(‖en+1‖20 −‖e

n‖20) + δt‖∇en+ 1

2 ‖20

≤ Cδt

�
‖R

n+ 1

2

1 ‖
2
−1 + ‖R

n+ 1

2

2 ‖
2
−1

�
+ Cε2

∫ tn+1

tn

‖(I − Ih)ut(s)‖
2
0ds

+
Cδt4

ε2

∫ tn+1

tn−1

‖ut t(s)‖
2
0ds+

CS2δt4

ε2

∫ tn+1

tn−1

‖(I − Ih)ut t(s)‖
2
0ds

+
Cδt

ε2

�
‖en‖20 + ‖ben‖20 + ‖e

n−1‖20 + ‖ben−1‖20

�
. (2.27)

On summing up the above inequality for 1 ≤ n ≤ N − 1 and using the interpolation error

estimate, we therefore obtain

�
1+

Sδt

2ε2

��
‖eN‖20 −‖e

1‖20

�
+ δt

N−1∑

n=1

‖∇en+ 1

2 ‖20

≤ Cδt4
�
‖ut t t‖L2(0,T ;H−1)+ ‖ut t‖L2(0,T ;H1) + Cε2h2‖ut‖

2
L2(0,T ;H1)

�

+
Cδt4

ε2

�
‖ut t‖

2
L2(0,T ;L2)

+ h2‖ut t‖
2
L2(0,T ;L2)

�

+
Cδt

ε2

N−1∑

n=0

�
‖en‖20 + ‖ben‖20 + ‖e

n−1‖20 + ‖ben−1‖20
�

. (2.28)

The result (2.15) then follows by using the discrete Gronwall inequality and the triangular

inequality ‖en‖i ≤ ‖ben‖i + ‖e
n‖i (i = 0,1).
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Similar results for Algorithm 2.2 can be obtained by using the same techniques as

above, so the relevant details are omitted here.

3. The Cahn-Hilliard Equations

The mixed variational formulation for the Cahn-Hilliard equations is to find u, w ∈
L2(0, T ; H1(Ω)) such that





�
∂ u

∂ t
, v

�
+ (∇w,∇v) = 0 , ∀v ∈ L2(0, T ; H1(Ω)) ,

(∇u,∇φ) +
1

ε2
( f (u),φ) = (w,φ) , ∀φ ∈ L2(0, T ; H1(Ω)) .

(3.1)

Shen & Yang [18] obtained a stabilized second-order implicit-explicit scheme from the

classical second-order BDF scheme, by adding the term (S/ε2)(un+1 − 2un + un−1) in the

second equation of (3.1). Their stability analysis requires some very detailed energy es-

timates, and below we propose two stabilized second-order CN/AB schemes where the

theoretical analysis is relatively simple.

Algorithm 3.1. (Stabilized second-order CN/AB scheme for CH equation)

Find (un+1, wn+1) ∈ H1(Ω)×H1(Ω), such that





1

δt
(un+1 − un, v) + (∇wn+1,∇v) = 0 ,

1

2

�
∇(un+1 + un),∇φ

�
+

Sδt

ε2
(un+1 − un,φ)

+
1

ε2

�
3

2
f (un)−

1

2
f (un−1),φ

�
= (wn+1,φ) ,

(3.2)

for all (v,φ) ∈ H1(Ω)×H1(Ω).

Note the above algorithm gives a second-order time discretization scheme.

Lemma 3.1. Under the condition

δt ≥
L

S
, (3.3)

the following energy stability property for Algorithm 3.1 holds:

E(un+1) + δt‖∇wn+1‖20 +
L

4ε2
‖un+1 − un‖20 ≤ E(un) +

L

4ε2
‖un − un−1‖20 . (3.4)

Proof. On taking v = wn+1 and φ = un+1 − un in (3.2) and using the Taylor expansion

with integral residual, we have

(un+1 − un, wn+1) + δt‖∇wn+1‖20 = 0 ,
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and

E(un+1)− E(un) +
Sδt

ε2
‖un+1 − un‖20

−
1

ε2



∫ un+1

un

f ′(t)(un+1 − t)d t, 1


+

1

2ε2

 ∫ un

un−1

f ′(t)d t,un+1 − un

!

=
�

wn+1,un+1 − un
�

. (3.5)

Consequently,

E(un+1)− E(un) +
Sδt

ε2
‖un+1 − un‖20 + δt‖∇wn+1‖20

≤
L

2ε2

�
3

2
‖un+1 − un‖20 +

1

2
‖un − un−1‖20

�
, (3.6)

which implies the desired result (3.4).

Algorithm 3.2. Find (un+1, wn+1) ∈ H1(Ω)×H1(Ω), such that





1

δt
(un+1 − un, v) + (∇wn+1,∇v) = 0 ,

1

2

�
∇(un+1+ un),∇φ

�
+

S

ε2
(un+1 − 2un+ un−1,φ)

+
1

ε2

�
3

2
f (un)−

1

2
f (un−1),φ

�
= (wn+1,φ) ,

(3.7)

for all (v,φ) ∈ H1(Ω)×H1(Ω).

Note the above algorithm is also second-order accurate in time.

We next use a finite element approximation for the spatial variables, and establish

error estimates for the fully discrete versions of Algorithm 3.1: Given u0
h
= Phu0, find

(un+1
h

, wn+1
h
) ∈ Uh× Uh such that for all (vh,φh) ∈ Uh× Uh,





1

δt
(un+1

h
− un

h
, vh) + (∇wn+1

h
,∇vh) = 0 ,

1

2

�
∇(un+1

h
+ un

h
),∇φh

�
+

Sδt

ε2
(un+1

h
− un

h
,φh)

+
1

ε2

�
3

2
f (un

h)−
1

2
f (un−1

h
) ,φh) = (w

n+1
h

,φh

�
.

(3.8)

We denote

ēn = u(tn)− Ihu(tn) , en = Ihu(tn)− un
h

,

η̄n = w(tn)− Ihw(tn) , ηn = Ihw(tn)−wn
h ,

η̄n+ 1

2 = Ihw(tn+ 1

2
)−wn+1

h
, ηn+ 1

2 = w(tn+ 1

2
)− Ihw(tn+ 1

2
) .
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Theorem 3.1. Consider the fully discretized scheme (3.8), which uses the standard conform-

ing finite element approximation for the spatial variables. Assuming that u, w ∈ C (0, T ; H1(Ω)),

ut ∈ L2(0, T ; H1(Ω))
⋂

L2(0, T ; L2(Ω)), ut t ∈ L2(0, T ; H1(Ω)) and ut t t ∈ L2(0, T ; H−1(Ω)).

under the conditions (1.6) and (3.3) the following error estimate holds:

‖u(tn)− un
h‖0 +

 
δt

n∑

k=0

‖w(tk+ 1

2
)−

1

2
(wk+1

h
+wk

h)‖
2
0

! 1

2

≤ C(δt2 + h2) , (3.9)

where C is a positive constant that depends on ǫ, T , and u and its derivatives.

Proof. Subtracting (3.1) from (3.8) at tn+ 1

2 gives

�
en+1 − en

δt
, vh

�
+
�
∇ηn+ 1

2 ,∇vh

�

=

�
R

n+ 1

2

1 , vh

�
−
�
∇η̄n+ 1

2 ,∇vh

�
−

�
ēn+1 − ēn

δt
, vh

�
, (3.10)

and

�
∇en+ 1

2 ,∇φh

�
+

1

ε2

�
f (u(tn+ 1

2
))−

3

2
f (un

h) +
1

2
f (un−1

h
),φh

�
+

Sδt

ε2

�
en+1 − en,φh

�

=

�
R

n+ 1

2

2
,φh

�
+
�
ηn+ 1

2 + η̄n+ 1

2 ,φh

�
−
�
∇ēn+ 1

2 ,∇φh

�
+

Sδt

ε2

�
u(tn+1)− u(tn),φh

�

−
Sδ

ε2

�
(I − Ih)(u(tn+1)− u(tn)),φh

�
. (3.11)

On taking vh = 2δten+1/2 in Eq. (3.10) and φh = −2δtηn+1/2 in Eq. (3.11), and then

summing up the resulting identities, we have

‖en+1‖20 −‖e
n‖20 + 2δt‖ηn+ 1

2 ‖20

= 2δt

�
R

n+ 1

2

1 , en+ 1

2

�
− 2
�

ēn+1 − ēn, en+ 1

2

�
+ 2δt2

S

ε2

�
en+1 − en,ηn+ 1

2

�

+ 2δt
1

ε2

�
f (u(tn+ 1

2
))−

3

2
f (un

h) +
1

2
f (un−1

h
),ηn+ 1

2

�
− 2δt

�
R

n+ 1

2

2 ,ηn+ 1

2

�

− 2δt
�
η̄n+ 1

2 ,ηn+ 1

2

�
− 2δt2

S

ε2

�
u(tn+1)− u(tn),η

n+ 1

2

�

+ δt2
S

ε2

�
(I − Ih)(u(tn+1)− u(tn)),η

n+ 1

2

�

=:

8∑

i=1

Πi . (3.12)



72 X. Feng, T. Tang and J. Yang

Next we estimate the right terms Πi (i = 1, · · · , 8), respectively. The first term Π1 can be

estimated by using (2.16) with s = −1 and the Young inequality:

Π1 ≤ Cδt‖en+ 1

2 ‖20 + Cδt4

∫ tn+1

tn

‖ut t t(s)‖
2
0ds . (3.13)

For the terms Π2 and Π3, on using the integral identity and the Young inequality respec-

tively we obtain

Π2 ≤ C‖en+ 1

2 ‖0‖(I − Ih)(u(tn+1)− u(tn))‖0

≤ Cδt‖en+ 1

2 ‖20 + C

∫ tn+1

tn

‖(I − Ih)ut(s)‖
2
0ds ; and (3.14)

Π3 ≤ 2δt2
S

ε2
‖en+1 − en‖0‖η

n+ 1

2 ‖0

≤
δt2

8
‖ηn+ 1

2 ‖20 +
Cδt2S2

ε4
‖en+1 − en‖20 . (3.15)

The estimate of Π4 requires the Taylor expansion of f (u) and regularity of f (u) and u:

Π4 ≤ 2δt
1

ε2
‖ f (u(tn+ 1

2
))−

3

2
f (un

h) +
1

2
f (un−1

h
)‖0‖η

n+ 1

2 ‖0

≤
δt

8
‖ηn+ 1

2 ‖20 +
Cδt

ε4
‖ f (u(tn+ 1

2

))−
3

2
f (un

h) +
1

2
f (un−1

h
)‖20

≤
δt

8
‖ηn+ 1

2 ‖20 +
Cδt4

ε4

∫ tn+1

tn−1

‖ut t(s)‖
2
0ds

+ C L2
�
‖en‖20 + ‖ben‖20 + ‖e

n−1‖20 + ‖ben−1‖20

�
. (3.16)

For Π5 and Π6, on using (2.17) and the Young inequality respectively we get

Π5 ≤
δt

8
‖ηn+ 1

2 ‖20 + Cδt4

∫ tn+1

tn

‖ut t(s)‖
2
0ds , and (3.17)

Π6 ≤
δt

8
‖ηn+ 1

2 ‖20 + Cδt‖η̄n+ 1

2 ‖20 . (3.18)

Further estimates on the remaining terms are

Π7 ≤ 2δt2
S

ε2
‖u(tn+1)− u(tn)‖0‖η

n+ 1

2 ‖0

≤
δt

8
‖ηn+ 1

2 ‖20 +
Cδt3S

ε4
‖u(tn+1)− u(tn)‖

2
0

≤
δt

8
‖ηn+ 1

2 ‖20 +
Cδt4S

ε4

∫ tn+1

tn

‖ut(s)‖
2
0ds ; (3.19)
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and

Π8 ≤ δt2
S

ε2
‖(I − Ih)(u(tn+1)− u(tn))‖0‖η

n+ 1

2 ‖0

≤
δt

8
‖ηn+ 1

2 ‖20 +
Cδt3S

ε4
‖(I − Ih)(u(tn+1)− u(tn))‖

2
0

≤
δt

8
‖ηn+ 1

2 ‖20 +
Cδt4S

ε4

∫ tn+1

tn

‖(I − Ih)ut(s)‖
2
0ds , (3.20)

where we have used the Young inequality and the integral identity. Putting the above

estimates into Eq. (3.12) and using (2.16) yields

‖en+1‖20 −‖e
n‖20 + δt‖ηn+ 1

2 ‖20

≤ Cδt‖en+ 1

2 ‖20 + Cδt4

∫ tn+1

tn

‖ut t t(s)‖
2
0ds+ C

∫ tn+1

tn

‖(I − Ih)ut(s)‖
2
0ds

+
Cδt2S2

ε4
‖en+1 − en‖20 +

Cδt4S

ε4

∫ tn+1

tn

‖ut(s)‖
2
0ds

+
Cδt4S

ε4

∫ tn+1

tn

‖(I − Ih)ut(s)‖
2
0ds

+ C L2
�
‖en‖20 + ‖ben‖20 + ‖e

n−1‖20 + ‖ben−1‖20
�

, (3.21)

which leads to the desired estimate (3.9).

Similar results for Algorithm 3.2 may be estimated by using the same technique, so

details are again omitted here.

4. Numerical Experiments

In this section, we present some numerical results to verify the previous theoretical

results.

4.1. 2D Allen-Cahn equation

For the 2D Allen-Cahn equation, the initial condition is taken to be the very small

amplitude trigonometric function

u0(x , y) = 0.05 sin x sin y .

We consider a periodic boundary condition, and adopt the parameter ε = 0.1 and the

solution domain Ω = [0,2π]×[0,2π]. This example is designed to study the accuracy and

the efficiency of the CN/AB scheme.

We first test the numerical accuracy in time and space. Since the exact solution is

unknown, we take as the “exact" solution the numerical result obtained on a P1-conforming
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element with the spatial step size h = 2π/128 and time step size δt = 10−3. For S = 0

and S = 1 respectively, Table 1shows the L2-errors at T = 0.01 obtained using different

time steps. The numerical scheme evidently gives the optimal rate of convergence (viz.

order 2) in the L2-norm for this two-dimensional Allen-Cahn problem. By fixing the time

step size be δt = 10−4 (which is sufficiently small), we test the convergence for the spatial

discretization. Table 2 shows the L2-errors obtained using different spatial step sizes, and

the expected rate of convergence is again observed. In both cases, it is found that the

stabilization terms involving S do not affect the rate of convergence provided the mesh

size is sufficiently small.Table 1: Numeri
al results for the time dis
retization for the 2D Allen-Cahn equation with (a) S = 0and (b) S = 1.
Time step δt = 10−3 δt/2 δt/4 δt/8 δt/16 δt/32

‖ûh,δt − uh,δt/2‖0 9.599e-4 2.676e-4 7.032e-5 1.800e-5 4.553e-6 1.145e-6

Rate / 1.84 1.93 1.97 1.98 1.99

(a)

Time step δt = 10−3 δt/2 δt/4 δt/8 δt/16 δt/32

‖ûh,δt − uh,δt/2‖0 3.238e-3 9.261e-4 2.449e-4 6.276e-5 1.587e-5 3.991e-6

Rate / 1.87 1.92 1.96 1.98 1.99

(b)Table 2: Numeri
al results for the spatial dis
retization for the 2D Allen-Cahn equation with (a) S = 0and (b) S=1; the time step size is 
hosen su�
iently small.
Mesh h= 2π/8 h= 2π/16 h= 2π/32 h= 2π/64 h= 2π/128

‖uh,δt − uh/2,δt‖0 4.208e-2 1.094e-2 2.761e-3 6.918e-4 1.731e-4

Rate / 1.94 1.99 2.00 2.00

(a)

Mesh h= 2π/8 h= 2π/16 h= 2π/32 h= 2π/64 h= 2π/128

‖uh,δt − uh/2,δt‖0 4.208e-2 1.094e-2 2.760e-3 6.918e-4 1.730e-4

Rate / 1.94 1.99 2.00 2.00

(b)

Fig. 1(a) shows the energy evolution of the 2D Allen-Cahn equation on using three

different step sizes for S = 0 and t ∈ [0,0.5] — i.e. the standard CN/AB time discretiza-

tion is employed. Obviously, with δt = 0.01 the resulting energy curve is bounded but

not decreasing. One side effect is that the corresponding solution contour indicates that

the maximum values exceed the theoretical maximum values in quite large areas — cf.

Fig. 1(b). With a smaller time step size δt = 0.005, the energy curve is decreasing but

the maximum norm of the numerical solution is slightly greater than 1 in a small portion

of the solution domain — cf. Fig. 1(c). With a very small time step size δt = 0.001, the
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Figure 1: (a) The energy evolution for the 2D Allen-Cahn equation for S = 0, t ∈ [0, 0.5]; and the
ontour lines at T = 0.5 for (b) δt = 0.01, (
) δt = 0.005, and (d) δt = 0.001.
energy curve is decreasing and the maximum norm of the numerical solution is not greater

than 1 in the entire solution domain — cf. Fig. 1(d).

Fig. 2(a) shows the energy evolution of the 2D Allen-Cahn equation on using three

different time steps for S = 1. As shown in Fig. 2(b), when δt = 0.01 the energy is

bounded but the maximum principle is not preserved. By adding a stabilization term in

Algorithm 3.1, the properties of the numerical solutions with δt = 0.005 and δt = 0.001

are improved — cf. Figs. 2(c) and (d).
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Figure 2: Same display as in Fig. 1, ex
ept that S = 1 (i.e. a stabilization term is added).
4.2. 2D Cahn-Hilliard equation

For the 2D Cahn-Hilliard equation, the initial condition is taken to be the small ampli-

tude trigonometric function

u0(x , y) = 0.1(sin(3x) sin(2y) + sin(5x) sin(5y)).

We again adopt a periodic boundary condition, the parameter ε = 0.1, and Ω = [0,2π]×
[0,2π] for the solution domain.

The procedure is similar to that in the last subsection. The numerical results are first

obtained on P1-conforming element and the spatial step h = 2π/128. Table 3 shows the
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al results for the time dis
retization for the 2D Cahn-Hilliard equation with (a) S = 0and (b) S = 1.
Time step δt = 10−6 δt/2 δt/4 δt/8 δt/16

‖uh,δt − uh/2,δt‖0 1.750e-7 4.558e-8 1.163e-8 2.935e-9 7.373e-10

Rate / 1.94 1.97 1.99 1.99

‖wh,δt −wh/2,δt‖0 1.145e-2 5.715e-3 2.855e-3 1.427e-3 7.132e-4

Rate / 1.00 1.00 1.00 1.00

(a)

Time step δt = 10−6 δt/2 δt/4 δt/8 δt/16

‖uh,δt − uh/2,δt‖0 4.139e-7 1.073e-7 2.731e-8 6.889e-9 1.730e-9

Rate / 1.95 1.97 1.99 1.99

‖wh,δt −wh/2,δt‖0 1.159e-2 5.746e-3 2.863e-3 1.430e-3 7.137e-4

Rate / 1.01 1.01 1.00 1.00

(b)
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Figure 3: The energy evolution for the 2D Cahn-Hilliard equation with S = 1 and t ∈ [0, 0.05].
L2-errors obtained using various time step sizes, at T = 10−4 (after 100 to 1600 time

evolutions). The numerical scheme evidently gives optimal convergence rate in time —

second-order convergence for u and first-order for w, respectively. Second-order spatial

convergence similar to the last subsection was also observed, so that does not need to be

discussed further here.

Finally, in Figs. 3 and 4 we plot the energy curve and solution contours obtained using

δt = 10−6. In both cases we used S = 1, with the stabilization terms added as in Algorithm

3.1. (When we used S = 0 with δt = 10−6, we found that the numerical results “blow up"

at the finite time t = 0.01, which is avoided on using the stabilized scheme.)
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Figure 4: The time evolution of se
ond-order s
heme with S = 1 for the 2D Cahn-Hilliard example.Contour line at (a): t = 10−4; (b): t = 10−3; (
): t = 10−2; (d): t = 0.02 ; (e): t = 0.04; and (f):
t = 0.05.
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We conclude this section by reporting a numerical observation — viz. that with the

proposed stabilized schemes we can obtain satisfactory energy profiles for larger times of

T . For example, we can extend the curve in Fig. 1 to T = 5, and the curve in Fig. 3 to

T = 0.5. As the perturbation parameters in both (1.1) and (1.2) behave like ε−2, the

corresponding numerical solutions generally approach a steady state — as demonstrated

in Fig. 1(a) and Fig. 3, after t ≈ O(10−1) for (1.1) and t ≈ O(10−2) for (1.2), respectively.

Our computations can therefore cover the entire unsteady and steady time regimes.

5. Conclusions

In this article, we present a class of stabilized second-order Crank-Nicolson/Adams-

Bashforth discretization with conforming finite element approximation for the nonstation-

ary Allen-Cahn and Cahn-Hilliard equations. The resulting semi-discretized schemes are

energy stable on choosing suitable stabilization parameters. The allowed time-step size

to ensure energy stability can be larger compared with previously proposed schemes in

Ref. [18]. For the fully discretized schemes, optimal error estimates are obtained. Numer-

ical experiments are carried out to show the efficiency of the proposed scheme in solving

the Allen-Cahn and Cahn-Hilliard equations.

These schemes can be extended to three dimensions quite easily — and it is also possi-

ble to extend the present schemes and analysis to other nonlinear phase field models, such

as epitaxial growth models [14,16,21].
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