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Abstract

In this note, we consider the backward errors for more general inverse eigenvalue prob-
lems by extending Sun’s approach. The optimal backward errors are defined for diagonal-
ization matrix inverse eigenvalue problem with respect to an approximate solution, and
the upper and lower bounds are derived for the optimal backward errors. The results may
be useful for testing the stability of practical algorithms.
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1. Introduction

Since the mid-1950’s, inverse eigenvalue problems have been important subjects in numerical
algebra and scientific and engineering computation. Many different kinds of inverse eigenvalue
problems have arisen from various applications, including control theory, structural machan-
ics, geology, molecular spectroscopy, and so on. The relevant conditions for the solvability,
perturbation analysis, and numerical methods can be found in the literature (see, e.g., [3,4]).

In this note we use C"*" to denote the set of n x n complex matrices, the notation A¥
denotes the conjugate transpose of A, A(A) is the spectrum of A. || -||r denotes Frobenius
norm. The relation A ~ B means that the same order matrices A and B have the same
eigenvalues. D, stands for the set of diagonal matrices of order n (See [5] for other symbols).

An inverse eigenvalue problem, roughly speaking, is how to determine the elements of a
matrix from its spectral data. One of the most important problems is the following inverse
eigenvalue problem.

Problem A. Given Ag, Ay, -+, A, € C™"™ and complex numbers Ay, -+, A\, find ¢ =
(c1,--+,cn) with complex components such that

A= Ao+ cxAp > A,
k=1

where A = diag(A\1,- -+, An).

If we take Ay = eke{(k =1,---,n), where e; denote the kth column of the identity matrix
of order n, this problem is known as the additive inverse eigenvalue problem.

Let ¢ = (¢1,-++,¢,) be an approximate solution to Problem A. In general, there are many
backward perturbations AAyg,---,AA, € C"*™, and AA € D,, such that

Ao+ AAg + > % (Ap + AAL) ~ A+ AA.
k=1
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It may be well asked: How close is the nearest Problem A for which ¢ is the solution?
There are various approaches to define backward errors for measuring the distance between
the original problem and the perturbed problems. We define the backward error 1(?)(¢) by

n 1/2
(@) = IAAoll7: + Y 6R IAAKIIE + 674 IIAAII%} :

min
(AAo,AAr, - AAL,AN)EG =

where the set G is defined by

(Adg, AAy, -+, Ady, AN)|AAg, -, AA, € C"" AA € D,

g = A0+AAO+E/C\k(Ak+AAk)ZA+AA
k=1
A =diag(M\, -, \n)

and 6 = (01,---,0p,41), in which 64,---,6,.4; are positive parameters.

Problem B. Estimate 1(?)(c).

For the following case, the explicit expression of 5(?)(¢) is derived by SunPl. A, -+, \,
are real numbers, Ay, Ay,---, A, are real symmetric matrices, AA,(k = 0,1,---,n) are real
symmetric matrices, AA is real digonnal matrix, and ¢ = (¢y, - - -, ¢,,) is an approximate solution

with real components to Problem A in such a case. One of main tools which were used by Sun
is the Mirsky inequality and the spectral decomposition theorem. However, for more general
matrices, these results are not true any more. Hence the purpose of this note is to extend Sun’s
method to consider more general Problem B. In general, the eigenvalues of real matrices are
complex numbers, and the solvability of Problem A has been discussed!”). So, in this note, our
discussion is not limited to the real case.

2. Main Results

We first prove two preliminary lemmas.
Lemma 1. TLet 4,B € C"*", and A be a normal matrix, \(4) = AL AB) =
{#j}j=1- Then, there exists a permutation 7(1),---,m(n) of {1,2,---,n} such that

ST =ty | < VRlIA = Bl
j=1

Lemma 2. Let A,B € C"*", A be a diagonalizable matrix. i.e., A = UAU!, where
U is nonsingular, A = diag(A1, -+, An),A(B) = {;}7_;. Then, there exists a permutation
(1), -+, m(n) of {1,2,---,n} such that

3N = e |* < m2(U)VRNA = Bl
j=1

where k2 (U) = ||U|2]|U1]|2-
Proof. By
U—I(A _ B)U =A— U_IBU,

where A is a normal matrix, and
MUBU) = \(B).
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By Lemma 1, we obtain that there exists a permutation 7(1),- - -,

IN

JZ N = |
j=1

IN

Now we cons1der Problem B.

203

w(n) of {1,2,---,n} such that

Ve |UTHA =B

VallUllllU=]2]|A = Bllr
H2(U)\/ﬁ ||A - BHF :

Let A= Ap + Z cr Ay, and assume that Ais diagonalizable, i.e.

A=XAX"' A =diag(A\, -

where X is a nonsingular matrix.

7Xn)7

Let
A =diag(Ar, -+, An), b = ko (X)), k2 (X) = IX I X712,
© = diag(f1,- -, 0p11), P"*"™ = {P|P is a permutation matrix of order n},
g:(|51|,---,|cn|,m) ,go_(|Cl|,---,|En|,1)T,p0: mln ||PA AHF,P—_
Theorem. x
P 00 < %
V1+gT072%g 14950290

Proof. Define the sets £ and £, by

£ = {(AA1,---,AAn,AA)|AA1,---,AAn eC"* " AA € Dn},
LN 1
£,= {(AAI,---,AAn,Am € £ [l | Adully + 144 < p},
k=1
and for each fixed AA € D,,, define the set Syrap by
Savan = {M|M € C"™ A(M) = XA+ AN)}.
Then by Lemma 2, we have
n 2
. 2 2 _ e ~
(A e {Z 02 A AT + 621 1A + Qi (A+kZ:)1 crAAL) F}
n n 2
= (Adq,- ,XHX?,AA) E 67 ||AAk||F + 92+1 ||AA||F { — (k§1 [Ck| [|AAR]| 7 + % ||AA||F)] }
= min  f(d),
51, 8p 4120
gTd<p

where

fd)y=d"0%d+ (p—dTg)”,d=

o = |AAkllp (k=1,---,
The gradient V f of f has the expression

(617 Ty 6n+1)T

Y

n),0ny1 = ||AA||F .

Vf=2 ((92 +ggT)d—gp).
Therefore, a vector d* satisfies V f(d*) = 0 if and only if

= (0% +99") " gp=

PO *g

1+ g70-2g’
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which satisfies
g"d* < p.

The Hessian matrix H of f has the expression
H=2(0"+gg"),
which shows that H is symmetric positive definite. Hence the function f(d) has a unique global

minimal point d*, and
2

. . p
d) = f(d)=—" .
51,---[,1«32120]0( ) = f(d") T+ 4707
gTd<p

On the other hand, if (AA;,---,AA4,,AA) € £\£,, then

n
~ 1
Z [k ||AAk||F + P ”AA“F > ps
k=1

i.e.
p<gld.
Therefore
P> < (d7g)° < (d70%d) (9707%g) < (dT0%d) (1+¢"07%),
i.e. . )2
d” 0 > T+ 4707
From the discussion, we obtain
@] = {HAAOH% + G IAAG + 62, ||AA||%}
k=1 ) ,
= (AAO,---,iAnffn,AA)E.L’ dTe2%d + MErgiIiAA M — <Z+ I;EkAAk>
n ' 2
= min (AAO,.“’ES’M)% dTe%d + jpduin M = (A + ;akmk) |
n 2
(AAO,...,AEFAA)@E\L, d'0%d + Mergl/isl-l{—AA M= {4+ ];EkAAk) ”
p2
1+g7072g

The first inequality is proved.
For deriving the other inequality, let

Ccr = |/C\k|07k(k‘: 1,---,n),

where g, denotes the conjugate of the complex number oy.
Let P, be a permutation matrix of order n such that

IP-A = Allr = po-
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Take the specific permutations AAJ(k =1,---,n), and AA* defined by

k| o (
(1+ 95 ©~290) 63

AAL = XAALX Y AN = pﬂA_x),k:L...,n,

and 1
AAN* = — P,A—A),
(1+93072g0)02 ., ( )
and
. n
AAL = X (P A+ AA) X7 — (A + Z/C\kAAZ> )
k=1
We have
n
A (AO +AAS+ D (A + AA;;)) =X (A+PIAAY).
k=1
Nevertheless
2 n
PO@] < 1AM+ DT 6 IAALIE + 6%, AN
k=1
- P.A—A ’
2 * e ~ 12 T T
= k(X)) ||[PrA+AA" — A — €| —
kz:; (1+95©7290) 67 »
~112
~ P.A—-A
|Ck|2 ‘ ~I1? ‘ B HF
PoA - AH +
o tarn 1M T i o ]
__ m3(X)pg
1+g5072g0
Remark. The parameters 61, --,6,4+1 allow us some flexibility. For instance, take
Aollr — px Aollr — px
ak - HAZHI;‘ = 91@7 for k= ]-7 N, and 0n+1 = HHAO“HFF = 9""‘1’
then, we have
1 o =
@ = nE

U
4ol

n 2
<||AA0||F>2 s <||AAk||F>2 . <||AA||F>2
Hollr ) = \ ATy 1Al /) ]

3. Remarks

min
(AAg,AA;,,AA, ,AN)EG

where 6% = (67,---,65,,).

Remark 1. In this note, we assume A to be diagonalizable. It was proved in [6] that if A
has a multiple eigenvalue, the related inverse eigenvalue problems (in theory) have no solutions
usually. However, when Ay, ---, A, are distinct, and p is enough small, so that Xl, e ,Xn are
distict too, then A must be a diagonalizable matrix (see [6]).

Remark 2. The symmetric problem was considered by Sun. In this note we allow
Ap, AAg(k =1,---,n),Ap, AAp to be complex matrices, A1, -+, A, be complex numbers. On
the one hand, the eigenvalues of a real matrix may be complex numbers. On the other hand, it
was proved in [7] that in such a case the related inverse eigenvalue problems are solvable almost
everywhere.
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